Recently, the W3C Linking Open Data effort has boosted the publication and interlinkage of larger amounts of RDF/S datasets on the Semantic Web (SW). Various ontologies and knowledge bases with millions of RDF/S triplets from Wikipedia and other sources have been created and are available online. In addition, numerous data sources in e-science are published nowadays as RDF/S graphs, most notably in the area of life sciences to facilitate community annotation and interlinkage of both scientific and scholarly data of interest. Finally, Web 2.0 platforms are considering RDF/S as a non-proprietary exchange format for the construction of information mashups. It is clear that the increasing number and size of the available SW datasets presents today a real challenge for Semantic Web systems in order to cope with scalability and performance concerns. We must build systems that process terabytes of data, have response times on the order of seconds or less, and rely on reasoning to solve problems not easily solved before. If the Semantic Web cannot rise to the challenge of the available data, it may be dismissed as a broken technology.

For the purpose of our discussion, we consider Semantic Web systems to be those systems that consume and/or produce information encoded in RDF(S) or OWL. When we apply the term scalability to these systems, we mean that the systems must be capable of executing these tasks with a performance level that is acceptable to users. Defining adequate performance targets is one of the major challenges for the development of SW systems that integrate reasoning with manipulation of large scale RDF/OWL ontologies and their instances. In particular, many traditional reasoning algorithms raise serious scalability concerns because they do not rely on secondary storage and appropriate indexing techniques.

In this special issue, we have included four articles (out of 11 submissions) covering a wide range of techniques for benchmarking or enhancing the scalability of Semantic Web systems.

In “The Berlin SPARQL Benchmark,” Christian Bizer and Alexander Schultz propose a new benchmark focused on evaluating the SPARQL performance on knowledge base systems. Unlike prior Semantic Web benchmarks such as the LUBM (Guo, Pan, & Heflin, 2005) and UOBM (Ma, Yang, Qiu, Xie, Pan, & Liu, 2006) this work focuses less on reasoning capabilities and more on efficient support of SPARQL features such as OPTIONAL, ORDER BY, UNION, REGEX, CONSTRUCT and the ability to have variables in the predicate position. In addition, they compare the performance of three popular RDF stores to two SPARQL-to-SQL rewriters. The main conclusion drawn from the conducted experiments is that none of the benchmarked systems was superior within the single client use case for all queries and all dataset sizes. Another observation is that
the overall performance (100M triple, single client, all queries) of the fastest SPARQL-to-SQL rewriter with the fastest relational database exhibits an overhead for query rewriting of 106%. This is an indicator that there is still room for improving the rewriting algorithms. Finally, the authors clearly identify the need for more robust SPARQL optimizers.

“Learning of OWL Class Descriptions on Very Large Knowledge Bases” by Sebastian Hellmann, Jens Lehmann and Sören Auer introduces a technique for learning summaries of a set of instances. These summaries could be used for many purposes, including analysis of instance data, improving data quality and supporting navigation through large knowledge bases. This article is included here because it applies machine learning techniques to very large knowledge bases such as DBpedia. This scaling is enabled by a pre-processing step that selects a subset of the knowledge base that is likely to be relevant to the task.

In “Scalable Authoritative OWL Reasoning for the Web,” Aidan Hogan, Andreas Harth, and Axel Polleres devise an algorithm for scalable reasoning that is complete for a fragment of OWL. Scalability is achieved by using file scan and sorting as the basic primitives. One unique emphasis of this article is that the algorithm ignores axioms that they consider non-authoritative.

Finally, “Enabling Scalable Semantic Reasoning for Mobile Services” by Luke Steller, Shonali Krishnaswamy and Mohamed Gaber considers the problem of semantic reasoning on mobile devices such as smart phones and PDAs. Standard Tableaux reasoning cannot be executed due to need for mobile device applications to be very computationally cost efficient and resource aware. The authors show that their system is faster than RacerPro and Pellet on three different ontologies, and is comparable to Fact++. Furthermore, when resources become low, it is capable of reducing result accuracy in order to proceed with the limited resources. Although this article does not deal with data sets of the size considered in the first three articles, we consider it relevant to scalability because it addresses both the ubiquity of data in the future of the Semantic Web and also scaling techniques to fit on mobile devices.

We hope that these articles will stimulate your thinking on the problem of scalability in the Semantic Web, and we encourage you to contemplate your own solutions to the challenges that lay before us.
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