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ABSTRACT

Developing economies need to invest in energy projects. Because the gestation period of the electric 
projects is high, it is of paramount importance to accurately forecast the energy requirements. In the 
present paper, the future energy demand of the state of Tamil Nadu in India, is forecasted using an 
artificial neural network (ANN) optimized by particle swarm optimization (PSO) and by Genetic 
Algorithm (GA). Hybrid ANN Models have the potential to provide forecasts that perform well 
compared to the more traditional modelling approaches. The forecasted results obtained using the 
hybrid ANN-PSO models are compared with those of the ARIMA, hybrid ANN-GA, ANN-BP and 
linear models. Both PSO and GA have been developed in linear and quadratic forms and the hybrid 
ANN models have been applied to five-time series. Amongst all the hybrid ANN models, ANN-PSO 
models are the best fit models in all the time series based on RMSE and MAPE.

KEywORDS
Artificial Neural Network, Energy Demand, Forecasting, Particle Swarm Optimization, Tamil Nadu, Tamil Nadu 
Generation and Distribution Company Limited

INTRODUCTION

In order to ensure sustained growth for developing economies such as the state of Tamil Nadu in 
India, long term planning of energy resources is imperative to bridge the electrical energy gap. The 
allocation of capital resources requires an accurate model for forecasting electricity demand that 
can enable the optimal utilization of scarce resources. It is also useful for resource planning and 
for attracting investments in the field of energy. In recent reports on the energy policies of India, 
simple measures of GDP-elasticity and energy intensities have been used for demand forecasting 
for ten or more years (Government of India,2006). In this paper, the total electric energy demand is 
segregated into agriculture, residential, commercial, and industrial sectors. For each sector, hybrid 
artificial neural network (hybrid ANN) models have been developed using the state of art optimizing 
techniques, namely, particle swarm optimization (PSO) and Genetic Algorithm (GA). Hybrid ANN 
models have the potential to provide forecasts that perform well, compared to the more traditional 
modeling approaches. For each optimizing technique, both linear and quadratic forms have been 
developed. The four hybrid ANN models that are compared in this paper are: -ANN-PSO(Linear), 
ANN-PSO(Quadratic), ANN-GA(Linear) and ANN-GA(Quadratic). The results of each sector are 
compared with linear, autoregressive integrated moving average (ARIMA), and artificial neural 
network with backward propagation (ANN-BP) models. The best fit model for each sector is selected 
based on error indices such as root mean square error (RMSE) and mean absolute percentage error 
(MAPE).
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The study of the electric energy demand profile of the State of Tamil Nadu in Figure 1 shows 
a non-linear growth with undulations superimposed on the profile. For such a non-linear profile, in 
the past, many applications used the traditional statistical models, such as the autoregressive model, 
moving average model and the auto regressive moving average. These models perform well when the 
data lie within the range of past observations but they perform poorly while predicting extremes and 
also when the data lies near the limits. Moreover, conventional optimization might either fail to obtain 
a feasible solution or be trapped in local optima. However, with the advent of ANN and inspired by 
its strong ability of non-linear mapping, it has been applied to the field of energy forecasting. ANN 
does not require to specify a particular model form. Rather, the model is adaptively formed based 
on the features presented from the data. This data driven approach is suited for many empirical data 
sets where no theoretical guidance is available to suggest an appropriate data generating process. 
Therefore, ANN has been considered in the present study. Various independent socio-economic 
factors were considered to develop a forecasting model, as Table 1 shows, and Pearson correlations 
were found. On this basis, the per capita energy index, number of consumers, and consumer price 
index were taken as independent variables.

For non-linear demand profile, hybrid ANN models are designed to obtain near-optimal objective 
function values after optimization. The heuristic techniques such as GA and PSO are considered 
promising alternatives in this type of problem. They have been proved to be robust and powerful 
tools for many kinds of optimization problems (Unler, 2008). The detailed procedure for the hybrid 
ANN models which are proposed in the study is as follows:

• In the first step, PSO and GA optimization techniques are applied to the sectors of total electric 
demand, namely, agriculture, residential, commercial and industries sectors based on socio-
economic indicators. PSO and GA optimization techniques are applied separately in linear and 
quadratic forms using the data from the year 1991 to 2000 for each time series. The optimizing 
techniques (PSO and GA) are used to train ANN which projects the demand from year 2001 to 

Figure 1. Demand profile in the period 1991-2015

Table 1. Details of correlations among socio-economic factors

Pearson 
Correlations

Per Capita 
Energy Index

Consumers Population Consumer 
Price Index

Gross State 
Domestic 
Product

Per 
Capita 
Income

Total Electricity 
Demand

0.68 0.76 0.65 0.8 -0.186 -0.082
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2015. A comparison is made between the actual values and forecasted values of the electricity 
demand using ANN-PSO-Linear, ANN-PSO-Quadratic, ANN-GA, ANN-GA-Quadratic, ANN-
BP, ARIMA and linear models. The performances of various models are compared and the best 
fit model is selected based on RMSE and MAPE;

• In the second step, total electric energy demand is forecasted based on the best fit model up to the 
year 2020. This study uses the technique mentioned in Fienberg and Genethlion’s (2005) work 
using SCILAB. The coding has been done for the inertial weight model of PSO. IBM SPSS 2.0 
software is used for running ANN.

The paper is divided into following sections, namely, Literature review, Forecasting Techniques, 
Determination of weight coefficients, Discussions, and Conclusions.

LITERATURE REVIEw

A review of the demand forecasting approaches suggests the existence of a large variety of techniques 
used by different sets of users. Bhattacharyya and Timilsina (2009) suggested that models can be 
categorized into two broad categories: simple approaches and sophisticated approaches. Simple 
models rely on simple indicators commonly used for forecasting such as growth rates, elasticities 
(especially income elasticity), specific or unit consumption and energy intensity. Westoby and Pearce 
(1984) noted that most of the work on energy forecasting used the “energy ratio” (which is popularly 
known as “energy intensity”) and the “energy coefficient” (i.e. the elasticity of the energy demand 
with respect to the national income or GDP). Similarly, Codoni, Park and Ramani (1985) reported 
the use of the income elasticity of demand for an energy assessment study of Korea. Grover and 
Chandra (2006) report that Indian state agencies rely on income elasticities for forecasting primary 
energy and electricity demand. Harvey (1997) proposed an alternative method called the structural 
time series models, which have been applied to the energy demand, among others settings, by Hunt, 
Judge, and Ninomiya (2003). These studies have generally focused on the aggregated demand and 
considered variables such as GDP and price, but they do not capture the technological changes. The 
first systematic elaboration of the method and an application in France were reported by Chateau and 
Lapillonne (1978). Worrel (2004) argued in favour of disaggregation of the total energy demand into 
relevant homogenous end-use categories (Government of India -2006). Dahl (1994a) suggested that 
although models are found to test the per capita energy and total energy consumption, aggregation can 
cause heteroscedasticity when the population varies across the sample. Ibrahim (1985) reviewed the 
energy demand forecasting efforts in Arab countries using time series, single-equation models, and 
the aggregated approach noting that none of them meet the requirements of policy analysis. Similarly, 
Chern and Soberon-Ferrer (1986) analysed the structural changes in energy demand in developing 
countries. Ishiguro and Akiyama (1995) analysed the energy demand in five Asian countries, namely 
China, India, South Korea, Thailand and Indonesia both at the aggregate level and the sector level 
using a simple econometric model and provided forecasts for these countries up to 2005. Pesaran 
M.H, Smith R, Akiyama T (1998) conducted a major study that analyzed the energy demand in 11 
Asian developing countries using an autoregressive distributed lag model for co-integration both at 
the aggregate and sector levels. Shiwei Yu and Yi-Ming Wei (2012) developed a PSO-GA optimal 
model to estimate primary energy demand of China. Unler Alper (2008) highlighted the use of PSO in 
linear and quadratic form for forecasting energy demand. Araby and Yorino (2010) showed the utility 
of hybrid PSO technique for electricity markets. Zhu and Wang (2011) developed a hybrid model 
with adaptive particle swarm optimization algorithm for electricity demand forecasting for China.
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FORECASTING TECHNIQUES

The ARIMA Model
ARIMA is a times series model which is based on the assumption that the data possesses an internal 
structure such as trend analysis, auto-correlation or seasonality. The time series model predicts 
future values based on previously observed values. ARIMA methods assume that the time series are 
generated from linear processes. Linear models have advantages in that they can be understood and 
analyzed in great details and are easy to explain. However, they may be totally inappropriate if the 
underlying mechanism is non-linear. In fact, most real world systems are often non-linear (Granger & 
Terasvirta (1993). In this study, the ARIMA (1, 0, 1) model has been developed for each sub sector.

The Hybrid ANN-PSO Model
ANNs have been widely used in demand forecasting since 1990 (Kodeeswararamanathan et al., 
2014). ANN is well suited for problems where the solutions require knowledge of factors whose 
relationships are difficult to specify (Kaastra & Boyd, 1996). According to Zhang et al. (1998) in 
such problems, good theoretical guesses of the underlying laws governing the systems are difficult 
to fathom (Guoqiang Zhang et al., 1998). The functional value in an ANN model can be written as:

y f x x xp= …( )1 2
, ,  

where x x xp1 2
, , ,  are the ‘p’ independent variables and y are is the independent variable:

y y y yft t t t p+ − −= ( )1 1
, , ,  

where yt  is the observation of time “t”.
ANN has been optimized with PSO technique. Particle swarm optimization (PSO) method, first 

published by Kennedy and Eberhart in 1995 (Westoby & Pearce, 1984), is based on a population of 
points that are at first stochastically deployed on a search field. A variant of the PSO method was 
developed by Shi and Eberhart in 1998 (Codoni et al., 1985) in which a modification of the speed 
equation improves the convergence by inserting a time dependent variable in the following equations:

v v R C x R C xg pt t t t+ = + ∗ ∗ −( ) + ∗ −( )∗
1 1 1 2 2

 (1)

x x vt t t+ += +1 1  (2)

where C1 and C2 are knowledge factors, R1 and R2 are random numbers, g is the location of the 
leader, p the personal best location, vt  is the velocity at iteration “t” and xt  is the position at iteration 
“t”. PSO searches for the most fitted members in the search space by minimizing the error.

Normalization of Data
Raw data is not normally used directly in process modeling of ANN. This is due to the difference in 
magnitude of the process variables. The data was scaled to prevent data with larger magnitude from 
overriding the smaller and impede the premature learning process. For normalization of the raw data 
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the year 1991 was taken as the base year and its parameters were used for comparing the raw data of 
the subsequent years as follows:

v V
Vt

norm t

Base

=  

where t is the year vt
norm  is the normalized reading for the tth year and vBase  is the reading of the 

year 1991 taken as base year.
The forecasted electricity demand, y (Linear) in ANN-PSO (Linear) is given as follows:

y linear X t W t
n

i i( ) = ∗( ) ( )∑
1

 (3)

where X ti ( )  is the normalized value of the ith  socio economic factor and Wi (t) is corresponding 
weight. n  is the total number of socioeconomic factors.

Hybrid ANN-PSO-Quadratic Model (QANN-P)
The weights of the input variables are calculated as per the Equation 3. The Equations 1 and 2 represents 
the generalized PSO model but in Quadratic PSO model the quadratic terms are introduced to the 
second and third terms in Equation 1 and the evolution equations become:

v v R C x x R C x xsign g g sign p pt t t t t t+ = + ∗ ∗ −( )∗ −( ) ∗ −( )∗( )+ ∗ −
1 1 1 2 2

2^ ^ 22  
(4)

x x vt t t+ += +1 1  (5)

Therefore, the Quadratic PSO algorithm based on the evolution Equations 4 and 5 satisfies the 
requirements for describing the swarm intelligence behavior of bird flocking. The Quadratic PSO 
algorithm has the ability to simulate swarm intelligence of bird flocking and its difference with the 
standard PSO is in the introduction of the quadratic terms in the evolution equation. It improves the 
diversity of the swarm so that higher performance in global optimization. Quadratic PSO projects the 
input variables for the years 2001 to 2015 while using the data from 1991 to 2000 as input. Following 
equation is used for forecasting the demand using QANN-P:

y Quadratic X t W t X t W t X t W

W t

t( ) = ( )∗ ( ) + ( )∗ ( ) + ( )∗
( )

( )
+

1

2

1 2

2

2 3

2

3

12
∗∗ ( ) ( ) + ( ) ( ) ( ) + ( ) ( ) ( )X t X t W t X t X t W t X t X t

1 2 23 2 3 13 1 3
* * * * *

 

(6)

where X ti ( )  is the normalized value of the ith  socio economic indicator, W ti ( )  is corresponding 

weight for the t th  year of the ith  indicator and W tij ( )  is corresponding weight between the ith  and 

jth  indicators.
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Hybrid ANN-GA Model (ANN-GA)
The performance of weights evolution using GA depends on the number of populations and 
generations. If these parameters were set too low, the evolution may converge to immature solution. 
However, the larger number of populations and generations would require longer computation time for 
convergence (Araby & Yorino, 2010). In order to find the weights of the input variables GA was run 
on SCILAB as per the parameters shown in Table 2, for the following linear equation for forecasted 
demand “y” during the “t” the iteration is as follows:

y t W t X t
n

i i( ) = ( )∗ ( )∑
1

 (7)

where Wi  is the weight of the ith  parameter, Xi  is the ith  socioeconomic factor and n  is the total 
number of factors.

ANN-GA-Quadratic Model (QANN-GA)
Another version of Hybrid ANN-GA Model has been developed with the quadratic equation as follows:

y t X W
n

i i( ) =∑
1

2
*  (8)

where y t( ) , is the Energy Demand for the year ‘t’, Wi  represents the normalized weights, W W W
1 2 3
, ,  

of PerCapita Energy Density X1( ) , Consumer Price Index X 2( )  and Number of Consumers X 3( )  
respectively.

Using the normalized data for the inputs the weights are calculated using GA with parameters 
as shown in Table 3. The weights are calculated using GA subject to the condition that the values 
of normalized value of output (n-GA-Q) is as close as possible to the normalized value of the actual 
demand (nDemand). The weights and the normal input values are fed as nodes in the Artificial 
Neural Network.

Table 2. Parameters of GA
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DETERMINATION OF wEIGHT COEFFICIENTS

In each hybrid, ANN-PSO approach each neural network (NN) defines the attributes of position and 
velocity. The position is related to weight of neural network. The velocity refers to updating of ANN’s 
weights. The function of PSO in ANN is to get the best set of weights (particle position) where several 
particles are trying to move to get best solution. For neural network implementation, the fitness value 
corresponds to a forward propagation through the network and position vector of the network. The 
particle’s best neighbor and global best particle are used to guide the particle new solutions. In the 
end the global best particle’s position serves as the answer. Hence the function of PSO in ANN is to 
get the best set of weights. The iterative approach of PSO followed in the study is as follows:

Step 1: Initialize a population size, positions and velocities of agents, and the number of weights and 
biases. As shown in Table 3 the number of population is taken as 50.

Step 2: The current best fitness achieved by particle p is set as pbest. The pbest with best value is 
set as gbest and this value is stored. The personal best knowledge factor has been taken as 2.

Step 3: Evaluate the desired optimization fitness function F(x) for each particle as follows:

F x E E
j

m

actual predicted( ) = −( )
=
∑

1

2

 

where Eactual  and Epredicted  are the actual and predicted values of the electric energy demand 
respectively, m is the number of observations. The fitness function is formulated such that after each 
iteration, some new set of values are obtained that are added to the existing values, and a new set of 
values are obtained. The energy demand values that have minimal F(x) are taken for the next iteration 
of the PSO. The present study uses the ‘Inertial Weight Model’ developed by Shi and Eberhart with 
the ‘Radius Improvement Model’ developed by Salmon (Araby & Yorino, 2010).

Table 3. Parameters of PSO

S. No Parameters Value

1. Number of Population 50

2. Maximum Number of Iterations itermax( ) 200

3. Initial Inertia wmax( ) 0.8

4. Final Inertia wmin( ) 0.2

5. Personal Best Knowledge Factor c1( ) 2

6. Global Best Knowledge Factor c2( ) 2
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Step 4: Compare the evaluated fitness value F(p) for each particle, p, with its pbest value. If F(p) < 
pbest then pbest = F(p) and bestxp =xp, xp represents the current coordinates of particle p, and 
bestxp represents the coordinates corresponding to particle p’s best fitness so far.

Step 5: The objective function value is calculated for new positions of each particle. If a better position 
is achieved by a particle, pbest value is replaced by the current value. As in Step 1, gbest value 
is selected among pbest values. If the new gbest value is better than previous gbest value, the 
gbest value is replaced by the current gbest value and this value is stored. if fp < gbest then gbest 
= p, where gbest is the particle having the overall best fitness over all particles in the swarm.

Step 6: Change the velocity and location of the particle according to Equation 1 and Equation 2.
Step 7: If the maximum number of a predetermined iterations is exceeded, then optimization iterations 

are stopped else step 3 is repeated until convergence. Maximum number of iterations taken up 
is 200 (Table 3).

The normalized weights W W W
12 13 23

, ,( )  have been calculated using equation 6 for QANN-P 
model by using PSO in the quadratic form (Table 4).

Application of GA to Determine the weight Coefficients
In order to determine optimum weights using GA following steps were taken:

Step 1: Generate an initial population of random weights.
Step 2: ANN was evaluated using the population weights. This was done by computing the raining 

error and assigning it to a fitness value depending on the solutions.
Step 3: Parents for genetic manipulation were selected and a new population of weights were created. 

The best existing weights (reproduction) were copied. New weights were created by crossover 
and mutation operators.

Step 4: The best population of weights that appeared in any generation was designated as the result 
of the performed GA. The maximum number of generation was taken up as 100 which was used 
to stop the iteration (as shown in Table 2).

Table 4. Calculation of weights using PSO (Quadratic)
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The weights W W W
1 2 3
, ,  are calculated as per Equation 7 for GA in linear form and as per 

Equation 8 for GA in quadratic form. The weights computed using GA in linear form are depicted 
in Table 5 where normalized demand (nDemand), normalized weights W W W

1 2 3
,  and ( )  and 

normalized values of per capita energy (nPercapita), consumer price index (nConPrIndx) and number 
of consumers(nCon) are fed as input to the ANN. The projected value of the energy demand (ANN-
GA) from the year 2001 to 2015 as obtained from ANN have been compared with the actual demand 
in Table 6.

With respect to ANN-GA model in quadratic form, Table 7 depicts the normalized weights 
W W W

1 2 3
,  and ( )  and normalized forecasted value of electricity demand (n-GA-Q). The forecasted 

value of electricity demand (ANN-GA-Q) have been compared with actual demand (nDemand) from 
the years 2001 to 2015 in Table 8.

APPLICATION AND DISCUSSION

The proposed ANN-PSO and ANN-GA models in linear and quadratic forms have been implemented in 
SCILAB computing environment which gives easy access to compare with other forecasting methods. 
The demand data in the sectors of agriculture, residential, commercial, industries along with total 
electric energy demand from the years 1991 to 2015 have been used for the proposed hybrid ANN 
models using PSO and GA techniques. Forecasts for each sector by each model have been mentioned 
in Table 9, Table 10, Table 11, Table 12 and Table 13.

Table 5. Computation of weights using GA

Year nPerCapita nConPrIndx nCon nDemand w1 w2 w3

2001 1.82 2.14 1.33 0.2298 -1.9 1.45 0.84

2002 2.4 2.22 1.35 0.2591 -1.7 1.81 0.67

2003 2.51 2.27 1.35 0.3004 -1.76 1.82 0.67

2004 2.64 2.29 1.37 0.3271 -1.77 1.81 0.67

2005 2.91 2.39 1.42 0.3626 -1.76 1.95 0.76

2006 3.25 2.43 1.45 0.3858 -1.72 2 0.76

2007 3.39 2.58 1.48 0.4023 -1.72 2 0.76

2008 3.39 2.83 1.51 0.4399 -1.72 2 0.76

2009 3.66 3.14 1.54 0.523 -1.7 2 0.76

2010 3.52 3.45 1.59 0.5296 -1.62 1.7 0.32

2011 3.64 3.39 1.58 0.5481 -1.62 1.7 0.32

2012 3.79 3.31 1.55 0.5258 -1.64 1.57 0.77

2013 3.93 3.28 1.54 0.5463 -1.61 1.03 1.11

2014 4.07 2.99 1.51 0.5777 -1.7 1.77 1.11

2015 4.27 2.89 1.54 0.6026 -1.67 1.92 1.5
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Table 6. Forecasting of demand using ANN-GA

Table 7. Computation of weights using GA (Quadratic)
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Table 8. Calculation of demand by QANN-GA

Table 9. Agriculture sector electricity demand forecast
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Table 10. Residential sector electric demand forecast

Table 11. Commercial sector electric demand forecast

Table 12. Industries sector electricity demand forecast
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Accuracy Measures
The mean absolute percentage error (MAPE) and root mean square error (RMSE) measure the residual 
errors, which give a global idea of the difference between the predicted and actual values. In the 
present study, the RMSE, MAPE, have been used for comparison and have been defined as follows:

MAPE
Y Y

Y
n

actual estimated

actual=
−












∗Σ 100  

RMSE
Y Y

n
actual estimated= ∑

−( )2

 

where Yactual , Yestimated  are the actual and estimated values and n  is the number of observations.

Forecasts Comparisons
The results of ANN-PSO model in both linear and quadratic forms have been compared with ARIMA 
and linear models using RMSE and MAPE (Table 14). The hybrid ANN models (with PSO and GA 
optimisation) consistently outperform the ARIMA and linear models in all the sectors. ANN-PSO 
and ANN-GA models have better performance than ANN-BP which indicates that optimisation by 
PSO and GA improves the performance of ANN-BP. Amongst the four hybrid ANN models (ANN-
PSO, ANN-GA, QANN-P and QANN-G), ANN-PSO is the best fit model in all the sectors based 
on RMSE and MAPE.

Table 13. Total electricity demand forecast
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Forecasting comparison of the total electricity demand is listed in Table 15. It is evident that 
QANN-P model outperforms other models in terms of RMSE and MAPE values. From Figure 2 it 
is evident that QANN-P aligns with the actual demand over the years 2001 to 2015.

Hence QANN-P is used to forecast the electricity demand for the years beyond 2015.
Table 16 lists the forecasts from the years 2001 to 2020 using QANN-P model and Figure 3 

shows the profile of the projected demand using QANN-P model against the actual demand from 
the years 2001 till the year 2020.

CONCLUSION

ANN-PSO both in linear and quadratic form gives better results when compared with the ANN –BP 
or time series model such as ARIMA. As is seen in the five-time series the forecasting ability of ANN 
improves when optimized with PSO. Hence for power utilities in developing economies such as Tamil 
Nadu Generation and Distribution Company (TANGEDCO) both linear and quadratic versions of 
ANN-PSO models are ideal for forecasting electricity demand. For optimizing ANN, PSO performs 
better than GA hence PSO can be the better optimizing technique. For further studies a combined 
optimizing technique based on PSO and GA can be considered.

Table 14. Comparison of forecasts of various models for different sectors

Table 15. Comparison of forecasts of total electricity demand
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Table 16. Forecasting electricity demand by QANN-P model

Figure 2. Total demand by ANN-PSO models
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Figure 3. Comparison of QANN-PSO forecast with actual demand
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