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ABSTRACT

The study of complex networks is to discover the characteristics of these connections and to discover 
the nature of the system between them. Link prediction method is a classic in the study of complex 
networks. It ca not only reflect the relationship between the node similarity. More can be estimated 
through the edge, which reveals the intrinsic factors of network evolution, namely the network 
evolution mechanism. Threat information network is the evolution and development of the network. 
The introduction of such a complex network of interdisciplinary approach is an innovative research 
perspective to observe that the threat intelligence occurs. The characteristics of the network show, at 
the same time, also can predict what will happen. The evolution of the network for network security 
situational awareness of the research provides a new approach.
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1. LINK PREDICTION AND THREAT INTELLIGENCE

With the Internet as the representative of the rapid development of network information technology, 
human society has entered a complex network era. Human life and production activities are 
increasingly dependent on complex systems. As an interdisciplinary emerging field, network science 
and engineering have been gradually formed and developed rapidly.

The network topology has expanded people’s understanding of complex systems, and complex 
networks are more in-depth to describe the essence of complex systems. Network science is not 
only an extension of classical graph theory and stochastic graph theory in mathematics, but also an 
innovative development of system science and complexity science. Scholars through the complex 
network involved in the economics, biology, physics and other disciplines of observation and research, 
the use of network nodes between the topology to find unknown or future will be generated links, 
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the problem becomes more important research points, this is the link prediction problem. The link 
prediction problem of complex networks refers not only to the prediction of future links, but also to 
the predictions of links that already exist but not yet found.

1.1 Link Prediction
In nature, there are numerous complex systems that cover ecosystems, social networks, economic 
networks, and so on. Many complex shapes, such as social networks, political networks, and so on, 
are closely related to our lives. Complex networks are abstractly described by these methods in a 
scientific way, and the nature of these systems is discovered. And with the complex network of in-
depth study, scholars have found that many do not look the same network, but surprisingly has a lot 
of similar characteristics. The foundation of complex network construction is the connection between 
individual and individual. However, when the network is built, the incompleteness and uncertainty 
of the collected information will cause many of the edges that should have existed to disappear, and 
many errors occur. To a large extent affected the network attributes and the integrity of the network, 
the study of complex network interference.

In order to solve this problem, scholars in various fields began to study the network link prediction. 
There are two reasons for the network link prediction to be concerned in each field. First, from the 
theoretical point of view, the link prediction algorithm can not only accurately describe the “node 
similarity”, but also in the complex network Prediction, at the same time will reveal the inherent factors 
of network evolution, that is, the evolution of the network mechanism. In the near future, link prediction 
is likely to provide a fair and unified platform for the evolution mechanism of the network, and in 
essence, to promote the study of network evolution mechanism. Second, it is reflected in its practical 
application value. Network link prediction can not only be used to predict some of the interaction in 
the biological field, thus saving research time and money, but also applied to the economic network, 
traffic network research, can bring more intuitive economic benefits and national resources savings. 
In an evolving online social network, link predictions can be used to determine similarity through 
the user’s historical behavioral attributes, thus determining the likelihood that two users who have 
never had a relationship become friends (Signoretto et al., 2011; Leskovec et al., 2009; Viswanath et 
al., 2009; Bader & Kolda, 2007; Chatfleld, 2013; Sharan & Neville, 2008; Bringmann et al., 2010; 
Juszczyszyn et al., 2011; R˜ummele et al., 2015; Davis et al., 2013).

1.2 Threat Intelligence
In recent years, the concept of “threat intelligence” has rapidly emerged in various fields, especially in 
the field of information security, and many security vendors have launched threat-related services. As 
the threat of intelligence is not consistent with the definition of the various areas of security focused 
on the current, mainly for the definition of data security. Network threat information refers to any 
information that helps organizations identify, evaluate, monitor, and respond to network threats. Such 
information includes offensive indicators

(Indicator of compromise, also referred to as “attack indicator”, “intrusion indicator”), threatens 
the use of tactics, techniques and processes (TTP), detection, control or protective attack As well as 
security event analysis results. The sharing of network threat information can improve the security 
status of sharing organizations and other organizations at the same time.

Therefore, using the observation information known to the target network, it is possible to evaluate 
the possibility that there may be a possible edge between nodes in the network. It can be realized 
by link prediction method. Conducting professional research can predict the presence of but not yet 
found in the threat intelligence network, and predict the possible presence of a future that may not 
be present. This link forecast opens up a new situation for theoretical research, and also shows the 
actual use value of the research on network security science. So, link prediction research has a very 
important theoretical value and application value, which is a very important work. In this way, we 
can find the classification of nodes in the threat information network, so that the association between 
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nodes in the same set is relatively close, and the correlation between different sets is relatively sparse. 
And can further analyze the network topology, a better understanding and explain the function of the 
network, which can be more easily found in the network of some hidden laws, predict the behavior 
of the network.

2. Link Forecasting Method and Evaluation Index

There are three common indicators for measuring the accuracy of link prediction algorithms: AUC 
(Area Under the Receiver Operating Characteristic Curve), Precision and Ranking Score. The AUC 
is the measure of the accuracy of the algorithm as a whole, and Precision only considers whether 
the edge of the first L bit is accurate and the Ranking Score takes into account the predicted edge 
order. (Liu, 2011)

AUC is the classical method of link prediction. Randomly select a test set of edges, calculate 
the fractional value, than the random selection of a non-existent edge of the high value of the score. 
When a numerical estimate is made, each time a random selection from the test set is selected, an 
edge is compared with the fractional value of the randomly selected edge that does not exist. If the 
score of the edge of the test set is greater than the fractional value of the edge that does not exist, add 
1 point; if the two scores are equal, add 0.5 points. Independently compare n ‘times, if there are n’ 
test scores of the edge of the score is greater than the edge of the score, there are nn times the two 
points are equal, then the AUC is defined as:

AUC=
′ +n nn

n

0 5. 	 (1)

Constructs a simple network G (V, E), V is the set of nodes, and E is the set of edges. The total 
number of nodes in the network is N (N = | V |), and the number of edges is M (M = | E |). The network 
has a total of N (N-1) / 2 node pairs, ie, the complete set of U. Given a method of link prediction, 
give a fractional value of Sxy for each pair of nodes without edges. Since G is invariant, the score 
is symmetric, ie Sxy = Syx. And then all the nodes are not connected in accordance with the scores 
from large to small sort, ranked in the front of the node, that is, the algorithm that appears to have 
the largest probability of even the edge of the node.

Precision is defined as the exact proportion of the score that is ranked in the front L bit (not 
including the edges in the training set). Precision is more accurate. If there are m m in the test set in 
the front L bit, then Precision is defined as:

Precision= m
L

	 (2)

Ranking Score mainly considers the position of the edges in the test set in the final order. Let H 
= U-ET be a collection of unknown edges, the unknown edge contains the actual but not yet known 
edge (the edge of the test set) and the non-existent edge (neither the training set nor the node pair in 
the test set) ri represents the rank of the unknown edge i ∈EP in the sort. Then the Ranking Score 
value for this unknown edge is RankSi = ri / | H |, and the Ranking Score value of the system is 
obtained by traversing all edges in the test set:

RankS= 1 1

EP
RankSi

EP HEP EPi i

ri

∈ ∈
∑ ∑= 	 (3)
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Obviously, the smaller the RankS value indicates that the edge of the test set is in the front 
position, which means that the probability of success is predicted, so the higher the algorithm 
accuracy. (Liu, 2011)

In some smaller networks, a more accurate data set partitioning method is leave-one-out, that is, 
each time from the network to select an edge as a test edge, predict the possibility of this edge, and 
then the application of Ranking Score evaluates the prediction of this edge. For all the edges of the 
network, this is a prediction (a total of M times), the average value of RankS, that is, the accuracy 
of the entire network prediction. It is worth noting that this approach is not suitable for large-scale 
networks because it recalculates the proximity each time.

The nature of link prediction is the cause of mining leads, which is also a concern of the network 
evolution model. An evolutionary model, in principle, can correspond to a link prediction algorithm. 
Therefore, we can use the framework of link prediction and evaluation methods to quantitatively 
evaluate the algorithms corresponding to different evolution models, so as to indirectly compare and 
evaluate the evolution model.

2.1 Implementation
We will monitor the threat of intelligence network, for example, the network contains 287 nodes 3167 
edge, belonging to the smaller network, the prediction algorithm evaluation(Peng, 2015).

In order to detect the accuracy of the algorithm, the set E of known edges is randomly divided 
into two parts: one is the training set ET, the known information is used to calculate the fractional 
value; the other part is the test set EP, The information in this collection cannot be used for forecasting. 
Obviously, E = ET ∪EP, and ET ∩EP =Æ. For example, 10% of all edges of the network are removed 
from the network as a test edge to predict which edges are deleted based on the remaining 90% of the 
information. Here, the edge belonging to U but not E is called the edge that does not exist.

A, define the number of nodes in the network N, the network size is defined as M, divided training 
set ET and test set EP. Introduce the edge set E, and count the number of real networks. According 
to the test set, the number of edges of the test set is H = [| E | × Percent]. Where [x] represents the 
largest integer less than x, so [x + 0.5] is the integer closest to x.

B, randomly selected from the edge set E edge H as the test set EP. The remaining edge is the 
training set ET, and is the observed edge set of the network. A0ij = 1 represents a connection between 
node i and node j, and A0ij = 0 represents no edge between node i and node j.

C, to build an M-scale network, if the nodes in the network are not fully connected, then remove 
the smallest node and separate as a network until the nodes within the network are connected to each 
other. Define the detection parameter λ for the range [0 1]. Assign the objective function value Dλ 
to calculate the fitness function f.

f = 2r / (M (M + 1))	 (4)

where r refers to the position of the metric calculated by the metric function, M is the size of the 
network, and the magnitude of the value of f determines the size of the prediction probability. The 
larger the value of the metric function, the greater the sorting, the greater the corresponding r value, 
ensuring that the maximum value of the metric function has converged, and the final optimal individual 
is the sample at that resolution. Until λ [0.1 ~ 0.9], get 9 samples.

D, calculate the test set EP and the probability that there is no concentration of all edges.
E, the edge of the order and give the need to predict the edge.
Calculate the AUC evaluation of this algorithm. In order to evaluate the performance of this 

algorithm, the AUC indicator is used as an evaluation function. AUC can be seen as a probability 
that it is a probability that a probability R is randomly chosen from a test set to be greater than a 
probability R that is randomly absent. In this part, we pick out the R value of each edge from the test 
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set, and if the former is large, n1 = n1 + 1, if both are equal, n2 = n2 + 1. Repeat the operation until 
all edges in the test set are compared(Peng, 2015).

2.2 Simulation
In order to evaluate the effectiveness of the algorithm, this paper carries out experiments on four 
typical real threat network datasets. The nodes in the network represent the attack points. The links 
between the nodes represent the link between the threat information, the network contains 287 
Node, 3167 link relationship. In this paper, the AUC value is used as the measure of accuracy, and 
the CN index, AA index and RA index based on the local similarity link prediction algorithm are 
compared. The improved link forecasting method is applied to the network real data set, The accuracy 
of several similarity indicators when the training set ratio is [0.1 ~ 0.9] is recorded in Figure 1, and 
Figure 2 shows the improvement of the AUC index of the improved algorithm relative to the contrast 
algorithm(Jiaying, 2016):

It can be seen from figure 1 that, on the four data sets, the CN algorithm of the importance of the 
node is considered: the prediction accuracy of DCCN, CCCN and BCCN algorithm is better than that 
of the CN algorithm. The algorithm of DCCN, CCCN and BCCN is compared with CN algorithm in 
4 data sets, and its prediction accuracy is increased by 0.2123%, 0.4887% and 0.9792% respectively. 
Consider AA algorithm of node importance: DCAA, CCAA, overall precision of BCAA algorithm is 
better than the AA prediction accuracy of the algorithm and the above three kinds of algorithms on the 
four data sets compared to AA algorithm, the prediction accuracy were improved 0.0098%, 0.1102% 
and 0.2899%. Consider RA algorithm of node importance: DCRA, CCRA, BCRA algorithm overall 
better than the prediction accuracy of prediction accuracy of RA algorithm, the above three kinds 
of algorithms on the four data sets compared to RA algorithm, the forecast accuracy of 0.02891%, 
0.0981% and 0.3731%. Figure 1 shows the comparison algorithm and the prediction precision of 
the improved algorithm of the AUC value, it can be seen that 77.9% of the prediction precision of 
the improved algorithm is higher than the comparison algorithm accuracy, but also a phenomenon 
of individual accuracy prediction accuracy is lower than the contrast algorithm, it has to do with the 
size of the data set and its accuracy(Jiaying, 2016)(Liben-Nowell & Kleinberg, 2007).

In the algorithm efficiency, N for the node number of CN algorithm firstly to find each pair was 
predicted node in the network, and then look for common neighbor nodes in the two nodes, thus 
CN algorithm’s time complexity is O (N2). The AA and RA algorithms are only calculated based 

Figure 1. 
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on the number of nodes in the common neighbor node, so the time complexity is the same as the 
CN algorithm. Consider node degree centrality algorithm, each node is calculated after the common 
neighbor nodes to find the DC value, the compute nodes DC time complexity is O (N), therefore, in 
CN, AA, RA index on the basis of considering the node degrees after centricity, improved algorithm 
time complexity doesn’t change. Near centricity, similarly, considering node betweenness centrality 
algorithm, on the basis of common neighbor nodes according to the CC value of node, the BC value 
calculation, the computational complexity of computing nodes CC value, BC respectively O (N2), 
O (N3), therefore, consider node close to centricity, betweenness centrality of the algorithm’s time 
complexity is O (N2) respectively, O (N3), compared with common neighbor, AA, RA algorithm, 
considering the node betweenness centrality algorithm improve the time complexity of considering 
node degree of centricity, close to the central the time complexity of the algorithm is the same. The 
experimental results show that the node importance has played a positive role in the link prediction 
accuracy, link prediction algorithm under the AUC evaluation index on prediction accuracy than the 
original link prediction algorithm has a degree of improvement..

3. CONSTRUCTION OF THREAT INTELLIGENCE 
PLATFORM BASED ON LINK PREDICTION

Combined with the previous experiment of link prediction algorithm and the current threat intelligence 
features, a large number of large data processing methods are summarized and compared. Through 
the platform, we extracted the data from the first three months of attacks on the platform targets as a 
data set. These data sets are used as machine learning samples, and link prediction method is applied 
to new attack behavior prediction.

Figure 2. 
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At the same time, compared with domestic and foreign research progress, through summarization, 
experimental verification and typical case application analysis guidance platform construction of 
in-depth development (Lichtnwalter & Chawla, 2012)(Bliss et al.,).

First, through repeated threat intelligence data collection and analysis, combining with the 
distributed search engine data, collecting a large number of typical case analysis of the experiment, 
especially the multi-source heterogeneous data sources, through the study of large data storage and 
search engine, comparing the results of the analysis of link prediction algorithm to discover and record 
the key target of internal and external network attack alarm information and traffic information, and 
found the problems that exist in the cyber threat intelligence data processing.

Second, according to the characteristics of the link prediction and related research methods, 
the above intelligence data for coarse graining processing, to build a complex network based on 
threat information, in order to further study the construction of complex network analysis to lay the 
foundation.

Third, threat to build intelligence data network topology analysis, the characteristics of complex 
networks that exist in the network characteristics of excavation and in-depth analysis, will be mixed 
and disorderly network attack threat intelligence for regularity of deduction and analysis, found that 
the security situation in the hidden valuable intelligence.

Fourth, on the basis of the above based on intrusion alarm and traffic intelligence analysis, the 
overall situation of safety assessment to the network, and use the link prediction and related algorithm, 
the security situation forecast and emergency response strategy analysis, provide scientific strategic 
and tactical level of senior intelligence.
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