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INTRODUCTION

The first known head-mounted, virtual reality display, nicknamed “the Sword of Damocles”, was de-
veloped by Ivan Sutherland in 1968. Most notably, this early hardware allowed for the display to change 
perspective in the virtual world as the user moved his/her head (Mazuryk & Gervautz, 1999). Since then, 
the-head-mounted displays have gone through many iterations, including Thomas Furness’ Visually 
Coupled Airborne Systems Simulator (VCASS), Virtual Visual Environment Display (VIVED), and 
recently Google Cardboard, and Oculus technologies. Virtual reality differs from other types of virtual 
environments such as virtual world. According to Xie (2010), virtual world is usually computer-based, 
and users interact with the world by controlling avatars whereas VR completely immerses users within 
a simulated realist environment by replacing the immediate surroundings. Gigante (1993) classified 
head-mounted virtual reality as “the illusion of participation in a synthetic environment rather than ex-
ternal observation of such an environment. VR relies on a three-dimensional, stereoscopic head-tracker 
display, hand/body tracking and binaural sound. VR is an immersive, multi-sensory experience” (p. 4).

BACKGROUND

Due to the unique features and increasing affordability of the head-mounted VR tools, practical ap-
plications and research studies sprouted in recent years. Besides studies leverage VR tools to promote 
academic learning in various disciplines (e,g., Ahn et al., 2016; Lee et al., 2017; Lisichenko, 2015; Xie 
et al., 2021), studies also examined the efficacy of features provided by the tool itself, for example, the 
ability of manipulating objects in the virtual space (Jang et al., 2017), the ability to see the world as 
the participant moved their head and body (Orman et al., 2017), Yet, most of these earlier applications 
leveraged VR tools in a non-social, user-alone manner. In other words, each user interacts with the 
environment alone without socializing with other users while immersed in the virtual reality, mainly 
due to technological limitations. Such a drawback, however, would be mitigated with the availability of 
newer platforms, such as Spatial, which allows for life-like human avatars to be embodied, controlled, 
and voiced by actual people rather than computer-generated avatars (Spatial Systems, 2021).
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Focus of the Article

Due to the lack of a theoretical foundation to elucidate the learning processes within a collaborative 
VR environment, this chapter first establishes a working framework of how to facilitate VR-based col-
laborative learning through an aggregated lens including social translucence and embodied cognition. 
To help contextualize VR tools’ ability to facilitate collaborative learning, three current virtual reality 
platforms are then evaluated in terms of collaborative potential. Based on analyses of a number of col-
laborative virtual reality studies, the chapter also provides recommended best practices for facilitating 
and designing collaborative virtual reality learning experiences.

Building a Theoretical Foundation for VR-Based Collaborative Learning

Since collaborative learning via VR tools is still a novel phenomenon, no established single theory or 
model could offer a thorough explanation of the learning process. However, many theories or concep-
tual frameworks referred to team collaboration, or technology-assisted collaborative activities, esp. in 
the field of organizational psychology (e.g., Colbry et al., 2014; Olson et al., 2013; Schulze & Krumm, 
2017). In the effort to build a theoretical foundation toward a conglomerated view about how VR tools 
could facilitate team-based collaboration, in the section below, we explore a few theories and highlight 
the important theoretical concepts relevant to the phenomenon.

Root of Collaborative Learning Theory

The concept of collaborative learning originated from Vygotsky’s (1978a, 1978b) sociocultural theory. Built 
on the assumption that learning is a constructive process, collaborative learning refers to an instructional 
strategy in which students of various abilities work in small teams toward one joint learning goal. The 
learning activities can vary, such as content comprehension, discourse advancement, problem solving, 
and product creation etc. Contrast to independent work, mutual understanding and interdependency are 
the fundamental key factors for any successful collaborative learning experience (Doolittle, 1997). As 
a result, finding effective communication channels and approaches to facilitate group interaction has 
been highlighted in the field of educational technology.

Technology-assisted Collaboration

The ever-changing and wide availability of novel technologies in recent years have inevitably brought 
about new opportunities and challenges to group interactions in collaborative learning situations (Karpova 
et al., 2009). Computer-mediated communication tools allow for a relatively easy and efficient way to 
exchange text, graphic, voice/audio, video, and most recently 3-D contexts or environments such as those 
in virtual reality. Since technology tools were not created equally, they provide different affordances for 
collaboration or collaborative learning.

Research found that in a text-based collaborative learning environment enabled by discussion boards 
and Google Docs, students agreed that there were a lot of quality interactions when actively engaged 
(Driver, 2002; Cundell & Sheepy, 2018). However, when there were few resources or technologies tools 
available, students experienced challenges in terms of communication, participation, accountability, and 
cohesive interaction (Bakir et al., 2020). Audio-based technology tools such as conference calls allow 
team members to converse collectively in real time. However, due to absence of circumstantial cues 
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and nonverbal information, students had a hard time arriving at a productive, mutual understanding 
(Karpova et al., 2009).

In the article, “Communication and Collaboration in Distributed Cognition”, Boland and Tenkasi 
(2001) recognized that in a distributed network, successful collaboration requires both message exchanges 
and a mechanism allowing members to “construct and reconstruct understandings of a situation”, which 
they called “a boundary object” (p.63). The boundary object can be any form of representations that 
can be synchronously shared and revised as the focus of the conversation for meaning construction. 
Video-based communications seemed to be able to address many concerns with previous technology 
tools, especially when combined with many other functions. For example, Web conferencing allows for 
file sharing, chat, collaborative whiteboards, as well as synchronous video communication via webcam 
videos. (Bower et al., 2012). Other chief characteristics of synchronous video communication include 
its simultaneous occurrence with participants, full conveyance of facial expressions, partial conveyance 
of body language, and the transfer of speech (Blau et al., 2017). Recently, modern synchronous video 
platforms such as Microsoft Teams and Zoom have emerged as natural and easy-to-use alternatives to 
face-to-face interactions when participants cannot be in the same location (Blau et al., 2017; Srich-
anyachon, 2013). Yet, are these video platforms ready to replace or completely replicate face-to-face 
interactions in collaborative learning?

Bjørn and Ngwenyama (2009) put forward the need of “translucence” when teamwork is mediated 
by groupware. Translucence requires that the collaborative technology should be designed to “permit 
important but invisible social clues to be visible, thus enabling distributed collaborators to monitor and 
interpret each other’s actions during collaboration” (p.232). According to the authors, the invisible social 
clues are not limited to the in-situ contextual cues immediately surrounding the collaborative activity. 
They encompass three contextual levels in the organization: the lifeworld, the organization structure and 
the work practice, all of which serve as “filters of the collective reality like a veil through which people 
observe and interpret the actions of others” (Ngwenyama & Klein, 1994, p. 133). In summary, to cre-
ate a socially translucent system, the virtual technology must 1) transmit messages timely, 2) provide 
a mechanism for members to co-construct meaning and share understanding, 3) make collaborators’ 
actions visible, 4) communicate nonverbal cues of team members, 5) sustain implicit social clues in a 
larger frame of reference. Although integrated video conferencing systems appeared to meet several of 
these requirements, they seemed inadequate to project a panoramic picture of the larger context for the 
collaborative work. The following table shows the capability of supporting social translucence by com-
mon technology tools as compared to VR.

Table 1. Social Translucence Affordances of Various Technologies

Social Translucence Audio Only Synchronous Video Virtual Reality

Synchronous Audio Yes Yes Yes

Co-construction tools No – done 
separately

Yes– whiteboarding, image 
annotation, file/screen sharing

Yes - Add 3D objects, whiteboard notes, sticky 
notes, 2D objects, videos, Office 365/Google Drive 
files, Screenshare

Visible Actions No No Yes – See participants manipulating objects in 
environment

Nonverbal Cues No
Yes – see reactions from head 
up in typical web conferencing 
platform

Yes – movements in space, physical interactions, 
mouth movements

Authentic Environment No No Yes – uploaded or LiDAR scanned virtual 
recreations of environments
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Embodied Cognition

Since virtual reality creates a simulated environment where the body’s functions are tracked to create an 
immersive experience for body and mind (Gigante, 1993), the theory of embodied cognation can also 
lend insights into the phenomenon of VR-based collaboration process (Ladendorf et al., 2019). Embodied 
cognition posits that the mind and body work cohesively in tandem with the context-rich environment 
(Clark, 1997; 1998; Wilson, 2002). The theory emphasizes the mind and body’s reliance on a situated 
context for cognitive processes (Chiel & Beer, 1997; Clark, 1997), and learning depends on these authen-
tic contexts to allow learners to apply their relevant skills (Brown et al., 1989, Lave & Wenger, 1990).

Another tenet of embodied cognition is that the physical world and space allows for offboarding 
cognitive load (Glenberg & Robertson, 1999; Brooks, 1991). At times, the environment can serve as a 
tool to store information and even manipulate said information for the user (Wilson, 2002). Beyond the 
physical affordances of the space, digital enhancements such as live visuals, responsive data collection, 
and representations help users process cognitive information in a more efficient manner (Danish et al., 
2020).

A third key aspect of embodied cognition argues that the action of the cognitive activity is best served 
with both a visual and sense of motor control (Wilson, 2002). Prior studies noted that memory perceptions 
and performance improve when actions are done in a three-dimensional world or executed as modeled 
when done in the real world (Glenberg, 1997; Tucker & Ellis, 1998). Beyond the act of performing ac-
tions in the cognitive activity, motor control while collaborating with others has been shown to enhance 
learning opportunities (Danish et al., 2020).

Framework for Virtual Reality as Embodied Social Translucence

When considering whether a technology platform is appropriate for achieving the tenets of social translu-
cence in group collaboration (Bjorn & Ngwenyama, 2009), the tool and its application will ideally align 
with many of the features of embodied cognition (Clark, 1997). Head-mounted virtual reality relies on 
the key components of embodied cognition such as the visible recreation of motor functions, situating 
users in authentic contexts, and affordances to offboard cognitive load to the digital environment (Parmar, 
2017; Beck et al., 2013). Therefore, a proposed framework for viewing virtual reality as a vehicle for 
creating embodied, social translucence depends on the alignment of the three main tenets of embodied 
cognition addressing the five components of social translucence, as proposed in the previous sections.

Authentic contexts key to embodied cognition (Clark, 1997, 1998; Wilson, 2002; Brown et al., 1989) 
and presented in high fidelity by virtual reality environments connect to the social translucence tenet of 
witnessing “social clues,” or visual representations of the culture and expectations of a contextualized 
space (Ngwenyama & Klein, 1994). When a digital avatar joins another collaborator in a realistic rep-
resentation of the normal environment where group tasks would occur, the norms of the organization, 
social indicators, and other contextual clues shape the interactions (Bjorn & Ngwenyama, 2009).

Another characteristic of embodied cognition that aligns with virtual reality platforms is the ability to 
offboard cognitive load to the environment, as well as provide opportunities for storage and interaction 
with the information (Glenberg & Robertson, 1999; Brooks, 1991). Social translucence during collabora-
tive activities relies on the co-construction of knowledge and skill development (Bjorn & Ngwenyama, 
2009), and virtual reality often builds tools into the environment to facilitate co-construction of meaning 
(Spatial Systems, 2021; Engage XR Holdings, 2021; Virbela, 2021). Often, users import and manipu-
late 3D objects, digital whiteboards, videos, images, and annotated sticky notes within the 360-degree 
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environments in order to share group member perspectives, ideas, and understanding (Spatial Systems, 
2021; Engage XR Holdings, 2021; Virbela, 2021).

A quality that often separates embodied cognition in virtual reality from other forms of digital com-
munication and collaboration is the act of seeing the visual and feeling the sensation of motor function 
during a cognitive activity (Glenberg, 1997; Tucker & Ellis, 1998; Wilson, 2002). Synchronous facial 
movements that coincide with verbal communication in virtual reality help to establish timely mes-
saging between collaborators, a quality of effective social translucence (Bjorn & Ngwenyama, 2009). 
In addition, virtual reality often communicates nonverbal cues and attributes, such as collaborators 
turning their heads and bodies to face new speakers, moving to new locations based on conversations, 
and representing emotions via body language, such as clapping and high-fives (Spatial Systems, 2021; 
Engage XR Holdings, 2021), all aspects of team-based social translucence. Virtual reality provides ac-
countability between team members through the visibility of collaborators’ actions, often through their 
motor functions performed by virtual representations of arms, hands, and visuals of objects and docu-
ments they utilize in the virtual space, which provides a transparent look into their contributions to the 
group (Bjorn & Ngwenyama, 2009).

Research Support for the Framework

Although collaborative VR tools are still novel, findings from recent research studies already provided 
empirical evidence for Embodied Social Translucence, the theoretical framework discussed above. For 
instance, Miller et al. (2021) performed a study investigating the level of nonverbal behavior synchroni-
zation between groups of three collaborators in virtual reality during a set of design tasks. In addition, 
the study investigated rates of synchrony in virtual reality when faced with formal and informal environ-
ments, as well as participants’ sense of team effectiveness and overall team performance. During the 
study, participants engaged in a series of collaborative activities such as selecting an optimum product 
prototype or brainstorming ideas for an emerging industry. Results demonstrated that synchrony of 

Figure 1. Embodied Social Translucence Model
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nonverbal cues were achieved between collaborations of three people in virtual reality. Participants were 
able to achieve the sensation of seeing one another’s head movements, gaze, and other nonverbal cues, 
which are key tenets of establishing social translucence in collaborative activities (Bjorn & Ngwenyama, 
2009). The study also revealed that the more contextualized workspace of the conference room virtual 
environment had higher rates of nonverbal synchrony than the informal garage virtual environment 
(Miller et al., 2021). One potential explanation for this result traces back to the importance of social 
clues within the culture and environment of a collaborative space, as well as how the space allows for 
the co-construction of ideas. The conference room contained several indicators of an organizational 
workspace, with cultural indicators such as an office table and chairs, a professional whiteboard, and a 
city skyline outside of the window to provide social context and expectations of behavior (Miller et al., 
2021; Bjorn & Ngwenyama, 2009).

Another study explored multi-user virtual reality using immersive screens and head-mounted viewers 
to bring two groups of participants in remote locations together (Beck et al., 2013). In the experiment, 
the two remote groups explored and discussed a virtual city model, and the technology allowed for the 
groups to see each others’ movements, conversations, and facial expressions in the virtual space. The 
sensation of witnessing a collaborator’s actions in the virtual world provide a key accountability factor 
in achieving social translucence (Bjorn & Ngwenyama, 2009) and motor function representation serves 
as a key tenet of embodied cognition (Wilson, 2002). The study participant dispositions revealed posi-
tive attitudes toward group coordination, understanding of teammate body language, and comprehen-
sion of gaze communication, or the social cue of making eye contact (Beck et al., 2013). Many of these 
nonverbal actions further establish collaborative social translucence, helping to aid in group cohesion 
(Bjorn & Ngwenyama, 2009).

A third study by Jensen (2017) explored how participants from backgrounds such as architecture, 
engineering, hospitality, and energy technology were able to collaborate in virtual reality on a design-
based task. The participants utilized head-mounted virtual reality to gather and discuss how to restore 
a museum by navigating a virtual representation of the space, with each collaborator represented by a 
floating robot avatar (Jensen, 2017). Qualitative observations of the participants revealed that the virtual 
environment provided unique visual context that spurred discussions and idea sharing among the col-
laborators in the space (Jensen, 2017), which aligns with the social translucence concept of being able 
to co-contruct meaning (Bjorn & Ngwenyama, 2009), as well as the embodied cognition trait of the 
environment helping the user process information (Danish et al., 2020; Glenberg & Robertson, 1999; 
Brooks, 1991). While the environment did help in the processing of cognitive load, the virtualized space 
was not found to help establish social and cultural rules and norms that would come with the expectations 
of engineers, architects, and other professional roles on a job site (Jensen, 2017), which fails to meet 
the expectation of social clues common to achieving social translucence (Bjorn & Ngwenyama, 2009).

VR for Collaboration Practice

Given the close fidelity of a VR world to real life, the technology seems to offer many advantages that 
no other groupware could offer for collaborative learning. In the following section, we will further 
illustrate the capabilities of a number of existing VR tools for collaborative learning and discuss the 
related research findings.

The following table compares and contrasts three distinct VR tools for collaborative learning based 
on the theory of Embodied Social Translucence.
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Spatial

Spatial takes the novel approach of establishing social translucence through a photo-realistic representation 
of individuals superimposed on a three-dimensional body controlled by the user (Spatial Systems, 2021). 
Using a realistic avatar complete with motor functions visible from the torso up through the arms and 
hands, Spatial allows collaborator actions to be visible so that others may monitor each other’s progress 
and have accountability (Bjorn & Ngwenyama, 2009). Like most head-mounted, virtual reality environ-
ments, Spatial uses 360-degree, verbal audio via microphones to provide timely communication among 
collaborators in a shared space. Synchronous verbal and textual communication provide a barrier-free 
and contextualized communication method key to social translucence. In terms of nonverbal cues, Spatial 
translates movement either through avatar “teleportation,” joystick-operated locomotion, or virtual reality 
users walking in their physical space. Another nonverbal cue, touch, manifests in Spatial via a digital 
confetti animation when a user claps their digital hands together or “high fives” another collaborator’s 
hand. In addition, when photo-realistic avatars in Spatial communicate verbally, their mouth moves in 
tandem with the audio (Spatial Systems, 2021). A major drawback to Spatial and other collaborative, 
virtual reality platforms is the inability to express emotion through facial reactions, emoticons, and other 
strategies (Spatial Systems, 2021). The availability of nonverbal communication tools in a collaboration 
space aids in clarifying meaning and avoiding misunderstanding (Bjorn & Ngwenyama, 2009), and the 
uneven access to such cues in Spatial is an area for growth.

One feature unique to Spatial is its ability to scan in both entire rooms and objects using Apple’s 
LiDAR technology for customizing the virtual learning environment (Spatial Systems, 2021). By import-
ing in those contextualized spaces, artifacts, and visuals that reinforce social norms, participants regain 
social clues from the organizational structures and work practices key to social translucence (Bjorn & 
Ngwenyama, 2009). Beyond contextualized and familiar learning and collaboration spaces, social trans-
lucence requires the ability to easily co-construct meaning with collaborators (Bjorn & Ngwenyama, 
2009). Spatial addresses such needs by providing the ability to collaboratively whiteboard, annotate with 

Table 2. Comparison of Three VR Platforms for Collaborative Learning

Embodied Social 
Translucence Spatial Engage VR Frame VR

1. Timely messaging Synchronous spatial audio, live 
translation Synchronous spatial audio Synchronous spatial audio

2. Co-construct meaning and 
share understanding

Add 3D objects, whiteboard 
notes, sticky notes, 2D objects, 
videos, Office 365/Google 
Drive files, Screenshare

Add 3D objects and animated 
3D objects, whiteboard notes, 
sticky notes, 2D objects, videos, 
Office 365/Google Drive files, 
Screenshare

Add 3D objects, whiteboard 
notes, 2D objects, videos, 
Screenshare

3. Collaborators’ actions are 
visible

See torso & above with accurate 
hand/arm movements, photo-
realistic faces

See full body with accurate 
hand/arm, and leg movements, 
avatar faces

Only basic avatar with no 
visible motor function, can pin 
webcam

4. Nonverbal Cues

Can clap, high five, photo-
realistic face has moving mouth 
during microphone use, pin 
webcam above avatar

Walking motion, controller 
vibration on touch, avatar faces 
(not photo-realistic)

Unrealistic “floating” and 
teleporting movement

5. Sustain implicit social clues

Ability to LiDAR map a room 
with a mobile device or design 
custom environment using 
modeling, skyboxes & more

Limited ability to upload 
own environments and 
contextualized spaces

Can upload 360-degree images 
and 3D environments, but not 
LiDAR scanning
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digital sticky notes, import and manipulate 2D and 3D objects, screenshare, access Microsoft Office 365 
and Google Drive files, and much more (Spatial Systems, 2021).

Engage VR

Much like Spatial, Engage VR (Engage XR Holdings, 2021) utilizes synchronous spatial audio to provide 
clear messaging instantaneously, a key aspect of social translucence and good collaborative practice 
(Bjorn & Ngwenyama, 2009). Engage VR does lack effective nonverbal cues found in other virtual 
platforms, with avatars that are only generated based on uploaded user images and not photorealistic, a 
lack of facial expressions or emotions, and no noticeable acknowledgement of user interactions, such as 
an animation or noise. Such a lack of nonverbal cues negatively affects users’ sense of connectedness and 
social translucence in the collaborative space. Additionally, Engage VR typically does not support users 
designing or uploading their own custom environment or contextualized space (Engage XR Holdings, 
2021), a feature that often helps establish the expectations, experiences, and cultures of the collaborative 
space, such as an office area, workspace, or classroom (Bjorn & Ngwenyama, 2009).

The act of physical representation in collaboration is a strength for Engage VR due to its full-motion 
representation of locomotion and library of animated 3D content that other platforms cannot match. 
When establishing a sense of social translucence in collaborative activities, seeing fellow teammates 
performing actions is crucial (Bjorn & Ngwenyama, 2009). Engage VR not only displays moving ava-
tar mouths, arms, bodies, and hands, but also represents the leg locomotion of other users (Engage XR 
Holdings, 2021). The visual of fellow collaborators and their actions adds a layer of accountability to 
the social interactions. In addition to seeing others’ actions, Engage VR effectively facilitates the ability 
to co-design and create in the virtual environment. Each user can upload documents, files, 3D objects, 
videos, and screenshares into the three-dimensional space, and Engage VR also provides an extensive 
library of not only 3D objects, but 3D animated objects and pre-designed learning simulations (Engage 
XR Holdings, 2021). Collaborators can utilize these immersive objects to gain a shared understanding 
of a concept, as well as work cohesively to construct new ideas, both key tenets of social translucence 
(Bjorn & Ngwenyama, 2009).

Frame VR

Frame VR is a browser-based platform first and foremost, focusing on access instead of high-fidelity 
experience. Frame VR relies on preset interaction spaces and 360-degree photo uploads, which provide 
fewer social clues present in the LiDAR-scanned and photo-realistic environments of other platforms 
(Virbela, 2021). With a lack of cultural markers, customs, and visual social landmarks in the virtual 
environment, users lose one aspect of social translucence (Bjorn & Ngwenyama, 2009). Frame VR also 
lacks nonverbal cues such as facial expressions, expression of arm, leg, and torso movements, featuring 
only cartoonish avatars with heads and bodies. While Frame VR does allow for the use of emoticons to 
float out from the avatars to express feelings such as happiness, sadness, laughter, and concern, these 
do not reflect social signals necessary to establish the social translucence necessary to collaborate ef-
fectively (Bjorn & Ngwenyama, 2009). One way Frame VR attempts to rectify this limitation is via a 
“floating” webcam of the user, which allows for full facial expressions and nonverbal cues, though it is 
detached from the avatar performing the collaborative actions (Virbela, 2021).

Frame VR facilitates the co-construction of concepts effectively through users’ ability to import 
and place 3D objects, images, whiteboard notes, videos, screenshares, 360 images, and more (Virbela, 
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2021). In addition, FrameVR integrates spatialized audio that creates louder audio when collaborators 
are nearby, and quieter audio when communicating via distance (Virbela, 2021). While such collabora-
tive activities and features are a strength of the platform, Frame VR does not communicate these actions 
clearly through the avatars or webcam, making it hard to interpret who is contributing what objects, 
information, and content to the space. Social translucence in cooperative work depends on transparent 
contributions through physical displays of actions performed (Bjorn & Ngwenyama, 2009), and Frame 
VR does not meet such a criterion.

SOLUTIONS AND RECOMMENDATIONS

Collaborative activities in virtual reality environments allow for high-fidelity experiences via their 
environments and realistic representations of end users in such environments. When designing a col-
laborative experience in virtual reality, facilitators should prioritize tools that create a more genuine and 
photorealistic representation of the person via the avatar. In addition, experience designers must make 
every effort to select platforms that allow for uploading of accurate digital representations of contextual-
ized collaboration spaces relevant to the task at hand, such as a company building for corporate co-use, 
classrooms for educational teamwork, and laboratories for research cooperation. Technology such as 
LiDAR scanning of real environments and 3D modeling design software (Spatial Systems, 2021) make 
the prospect of high-fidelity and authentic spaces a very inexpensive and practical reality. Also, virtual 
reality platforms only need a webcam image to create a 3D model of a 360-degree avatar that reflects 
the end user’s appearance, complete with moving mouth and blinking eyes (Spatial Systems, 2021). 
These realistic details serve to add immersion and social norms to collaboration scenarios, enhancing 
opportunities for efficient group work. In addition, simply providing VR devices with realist avatars 
or environments is never enough for achieving successful collaborative learning. Besides pedagogical 
strategies commonly used for collaborative learning such as setting up a joint goal or task, encourag-
ing productive co-construction, and facilitating effective group dynamics and positive interdependency 
(Jeong & Hmelo-Silver, 2016), practitioners and instructional designers should also take the following 
techniques into consideration.

Allow Familiarization with the Platform and Virtual Environment

Individuals or groups designing collaborative experiences within virtual reality environments should 
provide participants with an opportunity to explore the digital space, as well as a chance to practice 
with the co-use tools in a low-stakes scenario. Users who were not afforded such introduction activi-
ties reported frustrations with collaboration later in their use of the virtual reality environment (Jensen, 
2017). Experience designers might offer a challenge for participants to complete, such as a scavenger 
hunt, a design challenge, or a checklist of essential skills to help familiarize users with the platform and 
tools. Any authentic practice within the environment can help users not only make virtual reality more 
accessible, but also more conducive to collaborative activities.

Prioritize and Encourage Nonverbal Communication Options in Virtual Reality

Virtual reality presents the unique opportunity to engage in group activities in a 360-degree space with 
range-of-motion avatars, which opens up new possibilities to communicate via nonverbal cues and 
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movement. Experience designers must consider both a platform that permits a large suite of nonverbal 
cues, such as gaze, emotional expressions, body language, as well as spatial movements like touch-
ing, walking, grabbing, and more actions. Research demonstrates that virtual reality can give users the 
sensation of eye contact and gaze direction (Miller et al., 2021; Beck et al., 2013), and these crucial 
social techniques help foster effective collaboration. When planning for co-use, designers should also 
encourage participants to utilize virtual reality’s physical actions and movement capabilities. Many tools 
acknowledge actions such as high fives and pats on the back with haptic feedback to both users (Spatial 
Systems, 2021; Engage XR Holdings, 2021), and showing participants in collaborative activities these 
forms of nonverbal affirmation can strengthen group work and cohesiveness.

FUTURE RESEARCH DIRECTIONS

As head-mounted and high-fidelity virtual reality continues to add new features to enhance a sense of 
shared presence and communication, new and under-examined research opportunities will emerge. Future 
research might investigate the significance of more sophisticated body tracking, such as eye contact, 
facial expressions, and full range of extremities and its impact on ability to collaborate in a digital space. 
Similarly, future studies may explore how more interactive and realistic virtual environments may or 
may not impact synchronous users’ sense of social translucence with each other as they collaborate or 
engage in simulations together. In addition, researchers may investigate the impact of feeling connected 
and socially present with others in a virtual space when using photorealistic and lifelike avatars compared 
to more generic-looking avatars designed by end users. Such studies could help shed light on how the 
technology, user experiences, and fidelity of the avatars might enhance the ability to use head-mounted 
virtual reality and virtual environments to accomplish collaborative tasks in authentic spaces.

CONCLUSION

Although virtual reality is becoming more accessible, affordable, and powerful, few studies have explored 
high-fidelity, head-mounted virtual reality with motion tracking in a collaborative environment. Future 
research in the field should clarify how to best leverage the technology to impact the lives of others. With 
the rise of online education, virtual reality collaboration and design carries major implications relating 
to how individuals can learn from a distance and still experience a sense of presence and connection to 
their fellow classmates. Policy makers should investigate the efficacy of relevant VR platforms that could 
support more flexible learning options for K-12, higher education, and even businesses and organizations 
to better serve the needs of their students, customers, or workers.
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KEY TERMS AND DEFINITIONS

Cognitive Load: Refers to the various tasks that demand learners’ attention and mental processes 
when developing new skills.

Collaborative Learning: Originated from Vygotsky’s (1978a, 1978b) sociocultural theory, refers 
to an instructional strategy in which students of various abilities work in small teams toward one joint 
learning goal.

Embodied Cognition: Refers to the learning theory emphasizing that the mind and body work co-
hesively in tandem with the context-rich environment.

Embodied Social Translucence: Is defined as the theoretical framework or model in the attempt to 
explain how to facilitate VR-based collaborative learning through an aggregated lens of social translucence 
and embodied cognition. It consists of three major components: 1) authentic contexts encompassing 
“social clues,” or visual representations of the culture and expectations of a contextualized space; 2) the 
ability to offboard cognitive load to the environment, as well as opportunities for storage and interaction 
with the information; 3) synchronous communication of nonverbal cues such as facial movements that 
coincide with verbal communication.

Sociocultural Theory: Suggests that individuals develop as the result of social interactions, dialogue, 
and experiences in society, often learning from those with more expertise. (Vygotsky, 1987a, 1978b).

Translucence: A concept put forward by Bjørn and Ngwenyama (2009). It is defined as a character-
istic of an environment that allows for the invisible social sues to be transparent to all the collaborators 
in that environment.

Virtual Reality (VR): Technology refers to those technology tools that completely immerses users 
within a simulated, realist, 3-D environment by replacing the immediate surroundings.


