
DOI: 10.4018/IJITSA.325791

International Journal of Information Technologies and Systems Approach
Volume 16 • Issue 2 

This article published as an Open Access article distributed under the terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0/) which permits unrestricted use, distribution, and production in any medium,

provided the author of the original work and original publication source are properly credited.

*Corresponding Author

1

Sentiment Distribution of Topic 
Discussion in Online English Learning:
An Approach Based on Clustering 
Algorithm and Improved CNN
Qiujuan Yang, Weinan Normal University, China*

Jiaxiao Zhang, Xidian University, China

ABSTRACT

Online English teaching resources have recently surged, highlighting the exigency for efficient 
organization and categorization. This manuscript introduces an innovative strategy to classify 
university-level English teaching resources, employing a sophisticated density clustering algorithm. 
Initially, student discourse was mined within a teaching platform comment section, and in-depth textual 
analysis was conducted. Subsequently, the term frequency-inverse document frequency (TF–IDF) 
feature extraction algorithm was enhanced, while emotive attributes were seamlessly integrated into 
the textual manifestation layer during the classification procedure. This enabled the distribution of 
topics and emotions to be acquired for each comment, facilitating subsequent analyses of emotion 
feature extraction and model training. An improved weight calculation was designed based on TF–IDF 
to evaluate the importance of feature items for each corpus file. The simulation results demonstrate 
the proposed scheme’s effectiveness. The algorithm facilitates faster scholarly access to educational 
resource information and effectively classifies data for high research adaptability.

Keywords
Density Clustering Algorithm, IF–IDF, Teaching Resource Classification, Text Mining, Word Frequency Analysis

INTRODUCTION

English is an essential component of China’s basic education system. As international economic 
trade becomes more frequent, English is no longer simply a subject but a vital communication tool. 
Improving the effectiveness of English teaching in universities and enabling students to acquire English 
proficiency more efficiently is a topic of ongoing research. While traditional classroom teaching 
has the advantage of conveying knowledge quickly, it falls short in consolidating and reinforcing 
students’ impressions, particularly regarding language learning, which benefits from exposure to 
a suitable language environment. The emergence of online English teaching, made possible by the 
rapid development of Internet technology, has revolutionized distance learning, breaking down time 
and space constraints and greatly enhancing the learning experience. As a result, online learning 
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has become a significant reform direction for university-level English teaching. Using the Internet, 
teachers can provide students with a wealth of diverse learning resources, encouraging their enthusiasm 
for learning. Furthermore, online learning platforms facilitate listening, reading, and conversation, 
improving the practicality of English and enhancing students’ language application abilities.

As network technology advances and the information age emerges, the demand for online 
teaching resources has expanded significantly. The core purpose of educational resources is to provide 
relevant services for learners and maximize their utilization value through reasonable classification 
(Colangelo et al., 2018). Misclassifying teaching resources not only reduces their educational value 
but also results in the wastage of human and material resources. Hence, teachers and students in basic 
education urgently need scientifically organized and managed education and teaching resources. 
Moreover, the development of online English teaching has spurred the construction of educational 
resource platforms, which play a vital role in the education informatization process. Currently, most 
college and university teachers use online platforms to provide discussion areas where students can 
express their doubts and opinions. Teachers can dynamically adjust teaching content, plans, and focus 
based on content in their online platform’s student comment section. However, although the relevant 
educational resource platforms have reached a certain level of development, many shortcomings remain 
regarding their application effects. The openness of teaching platforms leads to an uncontrollable 
level of user access, making it challenging for teachers to sort out and summarize comment content. 
In this context, analyzing teaching resources based on topic discussion and sentiment analysis can 
enable the fuller and more effective use of online teaching resources. This is important in promoting 
the comprehensive reform of basic education in China and enhancing its degree of informatization 
(Bustos et al., 2020; Newman & Joyner, 2018; Yadollahi et al., 2017).

Online pedagogical resources encompass text, audio-visual, and pictorial materials. As such, 
several conventional classification and management systems have been developed to organize these 
resources suitably. However, the current literature lacks a comprehensive analysis of the interrelatedness 
of these resources, which has led to low classification reliability. In particular, researchers have 
neglected to account for students’ emotional tendencies during the learning process. This paper 
proposes a method for content extraction and emotional analysis based on student discussions in 
online English classes. The extracted content sequences were analyzed through contextual information 
recognition to classify teaching resources. Specifically, the content of student comments on an 
online English teaching platform was gathered, and the text of these comments was analyzed to 
improve the term frequency–inverse document frequency (TF–IDF) feature extraction algorithm. 
Density clustering algorithms were utilized to analyze the sentiment of the comments based on word 
frequency, fully considering the correlation between resources in neighboring grids. Weighted grids 
were constructed for each resource partition, and key-value indicators were set based on resource 
correlation. Additionally, a text expression layer, an attention mechanism layer, and a convolutional 
neural network (CNN) layer incorporating sentiment features were added to the classification process 
to achieve sentiment feature extraction. The model was then trained, and accurate classification of 
resource features was achieved by judging the range of key-value parameter values.

The organizational structure of this paper is as follows. The second section introduces the research 
status of text mining technology and sentiment analysis technology. Based on these two technologies, 
the third section introduces the research focus of this paper, proposing an improved weight calculation 
method based on TF–IDF and using the density clustering method based on a weighted network 
to classify online teaching resources. Finally, the fourth section discusses the experimental data 
processing and experimental results.

RELATED RESEARCH

Information resource classification aims to differentiate and arrange information resources based on 
their attributes or characteristics, creating a systematic and orderly classification system. Currently, 
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information resources are primarily categorized into traditional literature or paper resources and 
network information resources based on the attributes of the classified objects. The classification of 
teaching resources falls under network classification, in which web developers organize and integrate 
collected network resources using search methods for information queries. In this process, the selection 
of classification criteria is crucial. Figure 1 depicts a text classification flowchart comprising the 
two critical steps of the text classification process: training and testing. The most important step 
involves the training of text data or the mining of text for hidden information. At the same time as 
the training stage, the text needs to be classified; this step is based on emotion analysis. Thus, the 
critical aspects include text mining and sentiment analysis of student discussions on topics related 
to the teaching process.

Text Mining
As elucidated by Kumar et al. (2021), text mining constitutes a pivotal domain within the natural 
language processing field, encompassing the deconstruction of textual data to extract pragmatic, 
valuable, and substantive information dispersed within the text. This extracted content enhances 
information organization, rendering it more structured and discernible. The widespread proliferation 
of Internet usage has engendered an unprecedented influx of user-generated text disseminated 
across the digital landscape, catapulting text mining to the forefront of research endeavors in 
natural language processing. Scholarly investigations have delved into text mining across diverse 
domains, encompassing review data, policy texts, and literary compositions, thereby paving the 
way for applying text mining techniques to resource amalgamation, classification, and intelligent 
recommendation systems.

Scholars studying online comment text mining mainly focus on topic extraction and sentiment 
analysis. Extracting the main ideas from comment information is crucial for text content topic mining. 
To achieve this, scholars typically utilize cluster analysis techniques, such as k-means clustering 
(Syakur et al., 2018), hierarchical clustering (Murtagh & Contreras, 2012), and the latent Dirichlet 
distribution (LDA) topic model (Guleria & Sood, 2018). Text clustering is a research method that 
determines the subject content of a segment of text based on text similarity, with the content of texts 
on similar subject matters being more alike. For instance, Liu et al. (2018) deactivated words in the 
text, formed a feature word sample matrix using the TF–IDF (Nguyen et al., 2016) feature extraction 

Figure 1. Text classification flow chart
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method, and then clustered subject words using the bisecting k-means clustering algorithm (Zhang 
& Wang, 2020) to extract textual subject matter. In another study, Shafqat and Byun (2019) used an 
LDA topic model to analyze crowdfunding review topics, providing valuable insights for developing 
and promoting crowdfunding projects. Rashid et al. (2022) proposed a one-way clustering algorithm 
based on the LDA topic model to extract key feature information from text, enabling deeper mining of 
the information and exploration of hot topics in the text. Finally, Wu et al. (2020) proposed a biterm 
topic model to extract microblog opinion topics by calculating improved TF–IDF weight values to 
identify features of short microblog texts, effectively solving the high-dimensional sparse problem 
encountered in modeling short texts and achieving quality hot topic extraction. The proposed method 
makes up for the poor model construction in the case of sparse text words in the LDA topic model.

Sentiment Analysis
Sentiment analysis—or scrutinizing textual content for sentiment patterns—utilizes various tools, 
such as artificial intelligence (AI), computer vision (CV), and natural language processing (NLP). 
Therefore, sentiment analysis methods typically utilize specific sentiment lexicons (Lu & Wu, 2019), 
machine learning algorithms for classification (Webb et al., 2010), and deep learning algorithms. For 
example, He (2022) presented a sentiment analysis approach that involves designing a sentiment score 
calculation based on WordNet and SentiWordNet sentiment lexicons validated on the BBC News 
domain dataset. However, this approach fails to consider domain-specific sentiment words and the 
polysemy of sentiment words, leading to biased analysis results. To address this issue, Xu et al. (2019) 
proposed a Chinese text sentiment analysis method based on a comprehensive sentiment dictionary 
that incorporates particular sentiment words and applies special treatment to polysemy sentiment 
words. Dias et al. (2020) used N-grams and introduced triads to develop machine learning–based 
text sentiment analysis schemes. This approach fuses text features from diverse domains as internal 
knowledge features while also discussing the impact of three weighting methods (term frequency (TF), 
TF–IDF, and binary) on support vector machine (SVM) classifiers. The sentiment score of a comment 
is then computed using a sentiment analysis package to create its sentiment score vector as an external 
knowledge feature. Additionally, Pan et al. (2021) proposed a bidirectional CNN–RNN algorithm 
model based on an attention mechanism to extract forward and backward feature information from the 
text; this information is then weighted using the attention mechanism to achieve sentiment analysis.

In their seminal work, Geraldi and Ghisi (2022) proposed the utilization of combinatorial neural 
network algorithms for clustering analysis of product attributes, complemented by the use of word2vec 
to compute semantic similarity, thereby constructing a sentiment lexicon based on product review 
data. On the other hand, Hassan et al. (2022) introduced a fusion model that integrates convolutional 
neural networks and bidirectional long- and short-term memory networks to effectively address the 
limitation of single convolutional neural networks in capturing contextual word meanings holistically. 
Conversely, Séin-Echaluc et al. (2015) leveraged a hybrid architecture consisting of a CNN and a 
recurrent neural network. Here, the CNN serves as the word vector layer, while the bidirectional 
long short-term memory (BiLSTM) network successfully mitigates the challenge of long-range word 
dependencies. However, this approach overlooks the crucial TF–IDF factor, thereby resulting in an 
incomplete analysis of the information pertaining to word frequencies.

Classification of Teaching Resources Based on Density Clustering Algorithm
Pre-Processing of Topic Discussion Content
The language used in student-posted topic discussions differs from conventional document text, as it 
constitutes short texts of varying length, containing more complete information than longer articles but 
with fewer characters. Consequently, extracting valuable information from such text is crucial. Chinese text 
presents a complicated sentence structure and lacks specific separators, thus necessitating the conversion 
of the review text into a language that computers can comprehend. As illustrated in Figure 2, the original 
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data was processed through case conversion, lexical summarization, deactivation, and the removal of 
special symbols during data processing. In the pre-processing of text content, each comment was split into 
different words since computers cannot comprehend the meaning of entire sentences. The initial dictionary 
only contains general common vocabulary, and the data used in this paper were sourced from the content 
released by the teaching platform. Therefore, we utilized the custom popular vocabulary dictionary as the 
foundation for word separation and added “English speaking practice” and “English tense” to the custom 
dictionary based on the subject matter of this study.

Improved TF-IDF-Based Weight Calculation
TF-IDF is one of the most exceptional and prevalent weight calculation methods. It can effectively 
assess the significance of a feature item for each document in a corpus, thereby facilitating sentiment 
analysis. It is widely applied in the field of information retrieval or data mining. Figure 3 demonstrates 
the weight calculation process in the research scheme.

If a feature item appears more frequently in the comment area of one course and less frequently 
in the comment areas of other courses, then the feature item is considered to make a more significant 
contribution to the classification. W

ik
 denotes the weight value of the feature item T

r
 in the text D

i
, 

which is the frequency of the feature item T
k

 in the text D
i
. IDF

k
 is the inverse document frequency, 

at which time the TF–IDF is calculated as follows:

Figure 2. Text processing measures

Figure 3. Weight calculation process
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According to this formula, if the number of texts containing the feature item T
r

 in the training 
set is high, then the feature item is weak in distinguishing texts. Conversely, if the number of texts 
containing the feature item T

k
 in the training set is low, then we consider that the feature item is 
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 is shown in Equation 2:
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The specific calculation of IDF
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 is as follows:
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containing the feature T

r
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N represents the total number of texts contained in the training set, and N
k
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Density Clustering Algorithm With Sentiment Analysis
After conducting a frequency analysis and feature extraction of the text, we considered the correlation 
among teaching resources. Therefore, we delineated the scope of the weighted network’s operation 
as follows:

f s N G s i m
i

( ) { ( ) | , }= ∀ ≤ ≤1 	 (5)

where N G
i

( )  is the weighted grid action range, I is the grid within the weighted grid action 
range, and m is the total number of constructed grids. To set the specific weights of the weighted 
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grid, we adopted the principle of grid boundary expansion. Assuming that English education 
resource a exists in G

i
, if there exists a G

i
∈  and G N G

i i
∈ ( )  G,ÎN(G), the location of English 

education resource a is considered to be the boundary between two grid objects, and the 
corresponding correlation relationship exists between the English education resources of the 
corresponding grids.

The subsequent clustering stage requires the use of the merging process. At this time, we set the 
weight value of the grid to 1. Otherwise, no corresponding association relationship exists between 
the corresponding grid’s English education resources, and the grid’s weight value is set to 0. On this 
basis, the density of any grid is:

p i P densty i x
count t

count n
( ) ( ( ) )

( )

( )
= = = 	 (6)

Here, p(i) represents the total number of English education resources within the corresponding 
weighted grid after the gridding process of English education resources, while density(i) denotes 
the size of the grid cells involved in the statistics. Additionally, count(t) and count(n) represent the 
number of grid cells with density t and the number of non-empty grid cells, respectively.

Having defined the scope of the weighted network, we proceeded to incorporate additional layers 
to enhance the accuracy of our model. Specifically, we added a text expression layer, an attention 
mechanism layer, and a CNN network layer incorporating sentiment features to the density clustering 
because the original density clustering method struggled to detect contextual information within 
word sequences.

The text expression model with fused sentiment features uses the word2vec tool to train 
word vectors containing semantic information and the topic distribution extracted from each 
comment r D∈ { , ,..., }1 2 θ α∼ Dirichlet( ) , which is combined with the sentiment dictionary 
and lexical annotation tools to abstractly represent the attribute information of words, to obtain 
the sentiment distribution β ξ∼ Dirichlet( ) , the semantic and attribute word vectors are 
combined to form a novel text word vector that contains both types of information. This new 
vector is then fed into a Bi-LSTM network that integrates current, past, and future information 
to extract the contextual information of the word sequences during the training process. 
Subsequently, a feature vector that incorporates the words’ contextual, semantic, sentiment, 
and lexical information is generated.

After obtaining word vectors with fused sentiment features from the text expression layer, we 
generated sentence vectors through an attention mechanism layer. This mechanism acts as an adaptive 
selection process that continually optimizes attention parameters to distinguish primary and secondary 
positions of word sequence information in the text. The mechanism filters the word vectors with fused 
sentiment features with focus and sums up the sentence vectors, thereby removing redundancies and 
achieving the desired result.

Finally, the sentence vectors of the text are input to the CNN network in parallel to extract the 
spatial structure features of the text and achieve density clustering. Let the sentence vector be 
( , ,..., )s s s

L1 2
. Here, L represents the maximum number of sentences in the text. The CNN network 

leverages weight sharing to process the sentence vector in parallel, accelerating the processing speed. 
Moreover, based on the spatial height displacement invariance of the CNN network, the spatial 
structure information is extracted from the text, and the feature vector is extracted from the spatial 
structure information. Finally, the obtained feature vector is input into the softmax classifier to obtain 
the text emotion classification results.
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EXPERIMENTS AND RESULTS

Data Processing
In this study, we obtained student comment content data from online English courses on the MOOC 
platform using Python web crawler technology. We conducted data preprocessing and Chinese text 
word separation processing to prepare the data for analysis. The web crawling process followed the 
procedure depicted in Figure 4, resulting in the acquisition of 48,181 pieces of student topic discussion 
data through the web crawler.

Analysis of Experimental Results
This research aimed to calculate the number of English education resources with the help of a map 
function centered on the target grid object and to obtain the corresponding key-value parameter 
values. Secondly, the computation results of the map function were combined and processed using 
the reduce function. In this stage, we used key value a N G p i

i
− =< >∈, ( ), ( ) µ  and 

key value a N G p i
i

− =< >∉, ( ), ( ) µ  to calculate the density of each grid object after nesting it into 
the key-value parameter value, and we used the updated key-value parameter value as the new 
benchmark to calculate the state data of the next grid. In this way, we could classify the English 
education resources according to key value− ∈ µ  and key value− ∉ µ .

To establish standardized criteria, our study encompassed four distinct categories of topic 
comments, with each category comprising 20 topics for comprehensive evaluation. The ensuing 
investigation primarily focused on comparing the efficacy of emotion recognition within the comments 
across varying topic features. Figure 5 visually depicts the outcomes derived from this comparative 
analysis, elucidating the discernible variations in emotion recognition effects associated with different 
topic attributes.

As shown in Figure 5, using the topic information extracted by our model and the topic-opponent 
sentiment information for comment topic detection led to a significant improvement in the detection 
effect. Furthermore, since topic discussions about teaching platforms often have a strong emotional 
tone, the detection effect of comments under our model for teaching platform comments was much 
better than for the other three topic discussions. These results demonstrate the effectiveness of the 
sentiment analysis model for the comment topics proposed in this paper.

To evaluate the effectiveness of the density clustering algorithm-based classification method for 
university English teaching resources proposed in this paper, we conducted comparative testing using 

Figure 4. Crawl comments
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different classification methods. In the control group, we used the classification algorithm based on 
the BTM topic model and the clustering algorithm based on the combined neural network model 
(Geraldi & Ghisi, 2022) to demonstrate the performance of the TF–IDF improvement proposed in 
this paper and the performance of the clustering algorithm through comparison.

Figure 6 illustrates the classification accuracies of the various methods. As seen in the graph, while 
all three methods displayed some degree of fluctuation in their classification accuracy concerning the 
number of resources to be classified, the specific classification results varied significantly. Among 
these methods, the classification outcomes obtained by the method described in Geraldi and Ghisi 

Figure 5. Comparison of the effect of emotion detection on different topic discussions

Figure 6. Classification accuracy of different methods
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(2022) exhibited a relatively high degree of overall stability, with the classification accuracy for 
different categories of educational resources ranging from 76.0% to 87.0%. However, this method 
still has room for improvement. In contrast, the test results for the method outlined in Wu et al. 
(2020) displayed more noticeable fluctuations in the classification accuracy for different categories of 
educational resources, with the maximum value reaching 82.07% and the minimum value plummeting 
to 69.48%. By comparison, the method designed in this paper exhibited higher accuracy and stability 
as the number of teaching resources increased, with the corresponding parameter results attaining 
a higher level and the minimum and maximum values reaching 80.40% and 98.52%, respectively. 
The test results convincingly demonstrate that the proposed English teaching resources classification 
method achieves precise classification for various resource numbers.

Figure 7 shows that the F1 values for the different categories of English educational resources 
exhibit substantial disparities across the three classification methods. Notably, the F1 values obtained 
by the method described by Wu et al. (2020) ranged from 0.74 to 0.82, with the maximum value being 
attained when the number of teaching resources reached 32. Subsequently, the F1 values declined as 
the number of teaching resources increased. In contrast, the F1 values obtained through the method 
detailed by Geraldi and Ghisi (2022) displayed a more pronounced fluctuation range, with minimum 
and maximum values of 0.76 and 0.86, respectively. By comparison, the F1 values achieved through the 
method proposed in this paper were more impressive, with minimum and maximum values of 0.84 and 
0.93, respectively. When modeling short texts, if the high-dimensional sparse problem is encountered 
using the method proposed in this paper, it can be effectively solved using an improved TF–IDF 
weight value to achieve the quality of hot topic extraction. These results affirm the effectiveness of 
the proposed method in accurately classifying various numbers of resources.

Figure 8 clearly illustrates that the recall rate of the algorithm proposed in this paper has increased 
to some extent in each case, except for a slight decrease in the recall rate when the number of categories 
is 8 or 23. By contrast, the comparison schemes outlined in Wu et al. (2020) and Geraldi and Ghisi 
(2022) exhibit more noticeable fluctuations in their recall rates, which are significantly lower in value 
than those of the scheme proposed in this paper because they do not take into account the weighting 
problem in word frequency analysis. While a slight downward trend in the recall rate occurs after 
the number of classifications reaches 43, when considered in conjunction with the accuracy and F1 
values presented in Figures 6 and 7, it is evident that the improved TF–IDF algorithm enhances the 
classification performance by an overall three percentage points. These findings suggest that the 

Figure 7. F1 values for different methods
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improved weight calculation method, TF–IDF, has better weight assignment ability and superior 
sentiment analysis and classification capabilities than traditional TF–IDF.

Discussion
With the rapid development of information technology and the widespread use of the Internet, 
education has entered a new era of digitalization, in which teachers place new and higher demands on 
online teaching resources and services. In this context, analyzing the emotional content of students’ 
topic discussions on online English teaching platforms is a critical area of research. The results of 
our experiment demonstrate that the proposed scheme can effectively classify educational resources, 
achieving an average classification accuracy of 91%, an F1 evaluation index of 0.9, and an average 
recall rate of 87%. These findings are of great significance as they optimize the organizational 
framework and classification system design of online teaching resource libraries, providing teachers 
with greater convenience and speed in their teaching applications.

CONCLUSION

As living standards continue to rise, individuals are increasingly emphasizing foundational education. 
Effectively and efficiently classifying the intricate text-based teaching resources available online 
presents a formidable challenge for educators. This study presents an enhanced approach to the 
conventional TF–IDF algorithm, employing automated text classification technology. Our improved 
algorithm incorporates parameters to ascertain the intra-class and inter-class distribution of feature 
terms, thus augmenting the precision of the weighted classification outcomes. Furthermore, we 
integrated a weighted network within the density clustering algorithm and leveraged a fusion of 
topic and sentiment distribution derived from each topic comment. The attention mechanism and 
CNN network layers were harnessed to facilitate sentiment feature extraction and model training for 
classification purposes. Ultimately, we conducted a comparative analysis of sentiment extraction 
across various topic discussions and performed longitudinal scheme comparison experiments to 
underscore the efficacy of our classification approach.

Our research underscores the substantial enhancement of both sentiment analysis and resource 
classification achieved through our algorithm. Nevertheless, it is imperative to acknowledge that the 

Figure 8. Recall rate values for different methods
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current algorithm primarily addresses the cropping of text within high-density areas without adequately 
addressing the processing of low-density text segments. We also recognize the importance of vertically 
classifying school EFL resources. Thus, we propose establishing multiple classification systems that 
transcend disciplinary boundaries, fostering a cross-disciplinary classification methodology aligned 
with the competence index system. Our future endeavors entail exploring methods to effectively 
address low-density areas and implement vertical classification for teaching resources.
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