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ABSTRACT

This chapter focuses on explainable video summarization, a technology that could significantly advance the 
content production workflow of Media organizations. It starts by presenting the current state of the art in 
the fields of deep-learning-based video summarization and explainable video analysis and understanding. 
Following, it focuses on video summarization methods that rely on the use of attention mechanisms and reports 
on previous works that investigated the use of attention for explaining the outcomes of deep neural networks. 
Subsequently, it briefly describes a state-of-the-art attention-based architecture for unsupervised video sum-
marization and discusses a recent work that examines the use of various attention-based signals for explaining 
the outcomes of video summarization. Finally, it provides recommendations about future research directions.

INTRODUCTION

The current practice in the Media industry for producing a video summary reqvuires a professional 
video editor to watch the entire content and decide about the parts of it that should be included in the 
summary. This is a laborious task and can be really intensive and time-consuming in the case of long 
videos. Moreover, the constantly increasing engagement of users with video sharing platforms (e.g., 
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YouTube, Vimeo, TikTok) and social networks (e.g., Facebook, Twitter, Instagram), that are used for 
posting online a variety of video content, such as educational, “how-to”/instructional, training, gaming, 
travelling, cooking and music playing videos, as well as commercials, movie trailers and sports high-
lights, led to the inclusion of these data distribution channels among the main communication means of 
Media organizations. However, these different communication means are usually associated with dif-
ferent specifications about the optimal or maximum video duration (Collyda et al., 2020). For example, 
videos posted on Facebook’s feed and YouTube are expected / recommended to be up to 2 min. long, 
videos posted on Instagram’s feed and Twitter are most commonly up to 30 sec., while videos posted on 
TikTok, Facebook and Instagram as stories are even shorter (i.e., 15 to 20 sec. long). This means that 
different summaries should be produced for a given video, which significantly increases the workload 
of the video editor.

Technologies for automated video summarization, aim to generate a short synopsis that summarizes 
the video content by selecting its most informative and important parts. The use of such technologies by 
Media organizations can drastically reduce the needed resources for media content production in terms 
of both time and human effort, and facilitate indexing, browsing, retrieval and promotion of their media 
assets. Despite the recent advances in the field of video summarization, which are tightly associated with 
the emergence of modern deep-learning network architectures (Apostolidis et al., 2021b), the outcome 
of a video summarization technology still needs to be curated by the video editor, in order to ensure 
that all the needed parts of the video were included in the video summary. This content production step 
could be further facilitated, if the video editor is provided with explanations about the suggestions made 
by the used video summarization technology. The provision of such explanations would allow a level 
of understanding about the functionality of this technology, thus increasing the editor’s trust in it and 
facilitating content curation.

Given the above, this chapter focuses on explainable video summarization, a technology that 
could significantly advance the content production workflow of Media organizations. It starts by 
presenting the current state of the art in the fields of deep-learning-based video summarization 
and explainable video analysis and understanding. Following, it focuses on video summarization 
methods that rely on the use of self-attention mechanisms for modelling frames’ dependence and 
estimating their importance. As a note, self-attention is a type of attention used in the Transformer 
Network (Vaswani et al., 2017) for modelling the relation between different elements of an input 
sequence in order to compute a representation of this sequence. In layman’s terms, the self-attention 
mechanism allows the elements of the input sequence to interact with each other, and takes their 
relationship into consideration to determine which of them requires greater attention and dynami-
cally adjust their impact on the output. The chapter continues by reporting on previous works that 
investigated the use of attention for explaining the outcomes of deep neural networks. Most of 
them relate to the natural language processing (NLP) domain, but recently, attention was used to 
interpret the output of networks trained for image recognition and classification, and multimodal 
trajectory prediction. Subsequently, the chapter briefly describes a state-of-the-art attention-based 
architecture for unsupervised video summarization, and discusses a recent work that examines the 
use of various attention-based signals for explaining the outcomes of video summarization. Finally, 
it provides recommendations about future research directions on explainable video summarization, 
and concludes this report.
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BACKGROUND

Video Summarization

Several approaches have been introduced to automate video summarization, and the current state of the 
art is represented by methods utilizing deep network architectures (Apostolidis et al., 2021b). These 
methods can be coarsely categorized into: a) unimodal approaches that utilize only the visual content of 
the videos, and b) multimodal approaches that use also the audio stream and the available textual metadata 
(e.g., the video’s title and/or description) or some user-specified textual description (e.g., in the form 
of a set of keywords) about the content of the summary. With regards to the adopted learning strategy, 
the methods of each one of the above categories can be mainly divided into: a) supervised approaches 
that learn the task based on the use of human-labeled ground-truth annotations, and b) unsupervised 
approaches that take into account different criteria about the video summary.

Early unimodal (visual-based) approaches for video summarization tried to model the variable-range 
temporal dependence among frames and learn how to estimate their importance according to ground-truth 
annotations. For this, they used architectures of Recurrent Neural Networks (RNNs) in the typical or in a 
hierarchical form (Zhang et al., 2016; Zhao et al., 2017, 2018, 2021a). In some cases such architectures 
were combined with tailored attention mechanisms (Lebron Casas & Koblents, 2019; Ji et al., 2020a, 
2020b; Lin et al., 2022), or extended by memory networks to increase the memorization capacity of the 
architecture and capture long-range temporal dependencies among parts of the video (Feng et al., 2018; 
Wang et al., 2019). Going one step further, a group of techniques aimed to learn the frames’ importance 
by taking into account both the spatial and temporal structure of the video, using convolutional Long 
Short-Term Memory (LSTM) networks (Lal et al., 2019; Yuan et al., 2019a), optical flow maps (Chu et 
al., 2019), combinations of Convolutional Neural Networks (CNNs) and RNNs (Elfeki & Borji, 2019), 
or motion extraction mechanisms (Huang & Wang, 2020). Alternatively, some works (Fajtl et al., 2019; 
Apostolidis et al., 2021c; Ghauri et al., 2021; P. Li et al., 2021; Yao et al., 2022; Puthige et al., 2023) 
aimed to avoid the use of computationally-demanding RNNs, and instead they modeled the frames’ 
dependencies at various temporal granularities using variants of the self-attention mechanism of the 
Transformer Network (Vaswani et al., 2017).

To overcome issues related to the small amount of ground-truth data, most unsupervised approaches 
tried to learn how to build summaries that are highly representative of the video content. Based on the 
intuition that a good summary should allow the viewer to infer the original video, they used Generator-
Discriminator architectures along with adversarial learning mechanisms that force the summarization 
component (which is usually a part of the Generator) to build a summary that allows a good reconstruction 
of the original video. In early approaches, the summarization component was composed of LSTM units 
that estimated the frames’ importance according to their temporal dependence (thus indicating the most 
significant video parts for inclusion in the summary), while the reconstruction of the video based on the 
specified summary was performed using trainable auto-encoders (Mahasseni et al., 2017; Apostolidis 
et al., 2019; Yuan et al., 2020) that in some cases were combined with tailored attention mechanisms 
(Jung et al., 2019; Apostolidis et al., 2020; Kanafani et al., 2021). In more recent methods, the selection 
of the most important frames or fragments for the summary was assisted by trainable Actor-Critic mod-
els (Apostolidis et al., 2021a; Alexoudi et al., 2023), self-attention mechanisms (He et al., 2019; Jung 
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et al., 2020; Liang et al., 2022), spatio-temporal networks (Wu et al., 2021) or knowledge distillation 
mechanisms (Sreeja & Kovoor, 2022). A less popular approach for unsupervised video summarization 
is based on the definition of hand-crafted reward functions about specific properties of the generated 
summary, and the use of the computed rewards for training video summarization architectures based on 
reinforcement learning. Usually, these rewards aim to increase the representativeness, diversity (Zhou 
et al., 2018a; Phaphuangwittayakul et al., 2021; T. Liu et al., 2022; Zang et al., 2022) and uniformity 
(Yaliniz & Ikizler-Cinbis, 2021; Hu et al., 2022) of the summary, retain the spatio-temporal patterns 
of the video (Gonuguntla et al., 2019), allow a good summary-based video reconstruction (Zhao et al., 
2020), or maintain specific shot-level semantics of the video shooting and production process (e.g., 
camera angle and movement, and focus adjustments) (Yuan & Zhang, 2022). Finally, a couple of recent 
works train unsupervised video summarization networks based on contrastive learning (Pang et al., 
2023; Sosnovik et al., 2023).

With regards to multimodal video summarization methods, early approaches extracted the high-level 
semantics of the visual content using pre-trained CNNs/DCNNs and tried to learn summarization in a 
supervised manner by maximizing the semantic similarity among the visual summary and the contex-
tual video metadata (Otani et al., 2016; Yuan, 2019b), the video category (Zhou et al., 2018b; Lei et 
al., 2019), or human descriptions of the video content (Wei et al., 2018). More recent works, presented 
multimodal network architectures for topic- and query-driven video summarization. Apart from the 
visual content, these architectures take into account the users’ requirements about the content of the 
summary, that are usually expressed in the form of textual queries, keywords or sentences (Zhang et 
al., 2018, 2019; Huang & Worring, 2020; Xiao et al., 2020a, 2020b; Narasimhan et al., 2021; Hu et 
al., 2023; Zhu et al., 2023; Su et al., 2023). Finally, a few works explore the role of audio when used in 
combination with the visual stream of the video (Zhao et al., 2021b; Rhevanth et al., 2022; Shoer et al., 
2022; Psallidas et al., 2022) and some external knowledge base (Xie et al., 2022) for selecting the parts 
for inclusion in the video summary.

Explainable Video Analysis and Understanding

Over the last years there is a rapidly growing interest of researchers on building methods that provide 
explanations about the working mechanism or the decisions/predictions of deep neural networks. Nev-
ertheless, in contrast to the notable progress in the fields of pattern recognition (Bai et al., 2021) and 
NLP (El Zini & Awad, 2022), there are only a few works on producing explanations for neural networks 
that process video data. Roy et al. (2019) fed the output of a model for activity recognition to a tractable 
interpretable probabilistic graphical model and performed joint learning over the two. Aakur et al. (2018) 
built a framework for producing inherently explainable and semantically coherent representations for 
video activity interpretation. Zhuo et al. (2019) defined a spatio-temporal graph of semantic-level video 
states and applied state transition analysis for video action reasoning. Stergiou et al. (2019) formed ex-
planations of deep networks for action classification and recognition, using cylindrical heat-maps that 
visualize the focus of attention. Gkalelis et al. (2022) used the weighted in-degrees of graph attention 
networks’ adjacency matrices to provide explanations of video event recognition, in terms of salient 
objects and frames. Mänttäri et al. (2020) extended the concept of meaningful perturbation, to spot the 
video fragment with the greatest impact on the video classification results. Bargal et al. (2018) visual-
ized the spatio-temporal cues contributing to a network’s classification/captioning output using internal 
representations, and employed these cues to localize video fragments corresponding to a specific ac-



5

Explainable Video Summarization for Advancing Media Content Production
 

tion or phrase from the caption. Z. Li et al. (2021) extended a generic perturbation-based explanation 
method for video classification networks, by introducing a loss function that constraints the smoothness 
of explanations in both spatial and temporal dimensions. Finally, Yu et al. (2021) built an end-to-end 
trainable and interpretable framework for video text detection with online tracking that captures spatial 
and motion information and uses an appearance-geometry descriptor to generate robust representations 
of text instances.

FOCUS OF THE ARTICLE

This chapter focuses on attention-based explainable video summarization. To form the basis for pre-
senting solutions and recommendations for this task, in this section we start by further discussing video 
summarization methods that rely on the use of attention mechanisms. Following, we report on a few 
existing works (mainly from the NLP domain) that investigated the use of attention for explaining the 
output of deep networks.

Attention-Based Video Summarization

As reported above, early deep-learning-based video summarization methods relied mainly on the use 
of RNNs for modelling the temporal and/or spatio-temporal dependence of the video frames/fragments 
and learn how to estimate the frames’/fragments’ importance for video summarization. However, further 
investigation of the performance and the training of these methods indicated some shortcomings of using 
RNNs for video summarization, that were discussed in the literature (Vaswani et al., 2017; Fajtl et al., 
2019; Zhao et al., 2020; P. Li et al., 2021). The main weakness relates to the long paths that forward and 
backward propagation signals have to traverse in the video summarization network, which negatively af-
fects the network’s capacity to deal with long-range frames’ dependencies. In addition, by nature, RNNs 
exhibit low levels of parallelizable operations during training, a fact that can become critical for long 
training samples or when the video summarization architecture has to be re-trained (by either a service 
provider or the user) on different types of content.

To mitigate the aforementioned shortcomings, a few visual-based works for video summarization 
investigated the use of variants of the self-attention mechanism of the Transformer Network (Vaswani 
et al., 2017) for modeling the frames’ dependence and learn how to estimate the frames’ importance for 
video summarization. Fajtl et al. (2019) were the first to combine a soft self-attention mechanism with 
a two-layer fully connected network for regression of the frames’ importance scores. Liu et al. (2019) 
described a hierarchical approach which initially defines a set of shot-level candidate key-frames, and 
then it employs a multi-head attention model to further assess candidates’ importance and select the 
key-frames that form the summary. P. Li et al. (2021) extended the training pipeline of the typical self-
attention mechanism, by introducing a processing step that uses the computed attention values and tries 
to increase the diversity of the visual content of the summary. The estimated attention values (after 
incorporating information about the frames’ diversity) are used to estimate the frames’ importance and 
learn summarization from human-based ground-truth annotations. Ghauri et al. (2021) proposed a varia-
tion of the architecture from (Fajtl et al., 2019), that uses additional representations of the video content. 
Besides the typical CNN-based features (obtained from pool5 layer of GoogleNet (Szegedy et al., 2015) 
trained on ImageNet), Ghauri et al. (2021) used a model of the Inflated 3D ConvNet (Carreira & Zisser-
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man, 2017) trained on Kinetics, to extract a set of motion-related features. Each different set of features 
is fed to a self-attention mechanism and the outputs of these mechanisms are fused to form a common 
embedding space for representing the video frames. The obtained representation is finally used to learn 
how to estimate the frames’ importance. Apostolidis et al. (2021c) described a supervised architecture 
which discovers different modelings of the frames’ dependencies at different levels of granularity, using 
global and local multi-head attention mechanisms that integrate a component for taking into account the 
temporal position of the video frames. A similar approach was presented by Yao et al. (2022), which spots 
the video’s most important moments using multi-level representations extracted with the help of different 
attention mechanisms, and performs video summarization by taking into account also the fragments’ 
diversity. In a subsequent work, Apostolidis et al. (2022a) proposed an unsupervised network architecture 
which estimates the frames’ importance using a novel concentrated attention mechanism that focuses on 
non-overlapping blocks in the main diagonal of the attention matrix and takes into account the attentive 
uniqueness and diversity of the associated frames of the video. Puthige et al. (2023) described another 
attention-based approach which firstly process the video frames using a multi-head attention mechanism 
with positional encoding, and then passes them through a spatial and a channel attention mechanism in 
order to capture inter-spatial and inter-channel relationships between the frames’ representations.

Concerning multimodal attention-based approaches, Narasimhan et al. (2021) proposed a network 
architecture for language-guided video summarization. Instead of modeling the frames’ dependence 
based solely on their visual content, their architecture includes an attention mechanism that takes into 
account both the visual content of the video frames (as Query) and textual information about the entire 
video/video summary in the form of dense captions/textual queries (as Key and Value). Su et al. (2023) 
presented a method for query-focused video summarization that relies on a global attention mechanism and 
a query-aware multi-modal regression module that fuses visual and textual features according to different 
perspectives for learning how to estimate the frames’ importance. Finally, He et al. (2023) developed 
an architecture that includes an attention mechanism which can align and attend different modalities 
(visual stream and textual transcripts) by leveraging time correspondences. To train their architecture, 
He et al. (2023) introduced the use of dual contrastive losses with the combination of an inter-sample 
and an intra-sample contrastive loss, to model the cross-modal correlation at different granularities.

Attention-Based Explanation of Deep Networks

A few attempts were made towards the use of attention for explaining the outcomes of deep network 
architectures. Most works lie within the NLP domain. Serrano and Smith (2019) investigated the use of 
attention weights (either on a single basis or after forming sets of them) both solely and in combination 
with the gradients for their computation, for interpreting the outcomes of an NLP model for text clas-
sification. Wiegreffe and Pinter (2019) proposed four alternative tests to determine when/whether atten-
tion can be used as explanation; each test allows for meaningful interpretation of attention mechanisms 
in RNN models utilized for various binary text classification tasks. Jain and Wallace (2019) examined 
the use of the inherent attention weights for explaining NLP models, considering a wider range of tasks 
that included text classification, natural language inference and question answering. Kobayashi et al. 
(2020) explored the use of weighted attention according to the norm of the Value-based transformed 
input feature vectors, to interpret the output of a pre-trained BERT model (Devlin, 2019). Hao et al. 
(2021) assessed the performance of explanations formulated using gradient-based attention weights 
and the BERT model for text classification. Chrysostomou and Aletras (2021) presented a method for 
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improving the faithfulness of attention-based explanations for text classification, taking into account 
explanations formed using the inherent attention weights and their gradients, while additional types of 
attention-based explanations were considered in their subsequent work (Chrysostomou & Aletras, 2022) 
that focused on evaluating their out-of-domain faithfulness. Y. Liu et al. (2022) introduced a faithfulness 
violation test to measure the consistency between several attention-based explanations and the impact 
polarity. Finally, the use of attention as explanation has been investigated recently for interpreting the 
output of deep networks dealing with other tasks, such as image classification (Ntrougkas et al., 2022; 
Gkartzonika et al., 2023), image recognition (L. Li et al., 2021), heart sound classification (Ren et al., 
2022) and multimodal trajectory prediction (Zhang & Li, 2022).

SOLUTIONS AND RECOMMENDATIONS

In this section, we present an unsupervised network architecture for video summarization, that relies on 
the use of a concentrated attention mechanism. Following, we report on a recent work that formulates 
the task of explaining video summarization and investigates the use of various attention-based explana-
tion signals.

The CA-SUM Method for Video Summarization

The CA-SUM method is built upon the main processing pipeline of attention-based approaches for 
video summarization, which is illustrated in Fig. 1. Given a video of T frames and a pretrained CNN 
model for deep feature extraction, the attention mechanism gets as input the deep feature representations 

of the video frames X xi= { }





=i

T

1
. Following, it produces the Query- and Key-based transformations 

of them (Q qi= { }
=i

T

1
 and K ki= { }

=i

T

1
, respectively), performs a matrix multiplication Q K×( )−1 , 

where K−1  is the transposed version of K , and applies a softmax conversion on the computed values. 

Through this process, it forms a T T×  matrix of attention weights A = { } ∈ 









=

a witha
i j i j

T

i j, , ,
,

1
0 1 . 

Figure 1. The typical processing pipeline of attention-based video summarization approaches. Blue-
coloured parts indicate the trainable components of the network architecture.
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Each row of this matrix corresponds to a different frame of the video and the values within each row 
represent the significance of the associated frame for each frame of the video, according to the context 
modelled by the attention mechanism. This matrix is multiplied with the Value-based transformation of 

the input feature representations V vi= { }





=i

T

1
 and forms the output of the attention mechanism; i.e., a 

new set of feature representations Z zi= { }





=i

T

1
 that convey information about the relevance of each 

video frame with the context modelled by the attention mechanism. This output goes through a Regres-

sor Network, which produces the frames’ importance scores y = { }





=y

i i

T

1
. These scores are finally used 

to compute fragment-level importance and select the most important fragments for inclusion in the 
video summary.

The main idea behind the development of the CA-SUM method was the intuition that the computed 
attention matrix can capture information about the dependence and significance of different parts of the 
video in the learned latent space, and this information can be used to learn better estimates about the 
importance of these fragments. Building on this, Apostolidis et al. (2022a) focused on specific parts of 
the attention matrix, which correspond to different non-overlapping video fragments of fixed length. 
More specifically, these parts are non-overlapping blocks of size M , that lie in the main diagonal of the 
attention matrix. Instead of simply computing the mean value of the attention weights within each block 
and use this value as an estimate of the significance of the entire block, Apostolidis et al. (2022a) enriched 
the existing information by extracting and exploiting knowledge about the uniqueness and diversity of 
the associated frames of the video. Given the ith  frame of the video, the former was measured by com-
puting the L1-norm of the entropy of the corresponding row of the attention matrix: 

e a a
i t

T

i t i t
= − ( )⋅

=∑ 1
1

, ,
log . The latter was quantified by calculating the mean of its attention-based 

weighted dissimilarities from the frames that lie outside the block: d
Dis i j

Dis i j a
i

j

j i j
=

( )
( ) ⋅( )

∑
∑�

,
,

,

1 , 

where j  is an index the lies outside the block of interest and Dis i j,( )  is the cosine distance between 

the ith  and the j th  frame of the video:

Dis i j
i j

,( ) = −
⋅

⋅

−

1
1

2 2

x x

x x
i j  

The use of the computed attentive uniqueness and diversity values as described in (Apostolidis et 
al., 2022a), results in the production of a block diagonal sparse attention matrix that contains better 
estimates about the significance of different parts of the video, and reduces the number of learnable 
parameters (see Fig. 2).

To train CA-SUM, Apostolidis et al. (2022a) use the following sparsity loss:

L
T

y
i

T

i
= −

=
∑

1

1

σ  
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where, y
t
 is the method’s estimate about the importance of the ith  video frame, and σ  is the summary 

length regularization factor, a tunable hyper-parameter of CA-SUM (such a factor was introduced by 
Mahasseni et al., (2017) and used in several subsequent works (Zhou et al., 2018; Phaphuangwittayakul 
et al., 2021; P. Li et al., 2021)). The computed training loss is then back-propagated to compute the 
gradients and update the architecture.

During inference, the estimated importance scores for the video frames are used to select the key-
fragments of the video and form the video summary. For this, given a temporal segmentation of the 
video into its building blocks (obtained e.g., using the Kernel Temporal Segmentation (KTS) algorithm 
of Potapov et al. (2014)), fragment-level importance is calculated by averaging the scores of the frames 
within each fragment. Finally, requiring that the summary does not exceed 15% of the video duration - 
which is a common evaluation-protocol setting in the relevant literature (Apostolidis et al., 2021b) - the 
video summary is formed by solving the Knapsack problem.

The performance of CA-SUM was evaluated using the SumMe (Gygli et al., 2014) and TVSum (Song 
et al., 2015) benchmarking datasets, according to the overlap (alignment) of the automatically-defined 
summaries (frames’ importance scores) with the humans’ preferences, as well as in terms of training time 
and amount of learnable parameters. Experimental comparisons reported in (Apostolidis et al., 2022a), 
showed the competitive performance of CA-SUM against a few other state-of-the-art unsupervised sum-
marization approaches, and demonstrated its ability to produce estimates about the frames’ importance 
that are very close to the human preferences. Ablations focusing on the concentrated attention mechanism 
of CA-SUM, documented its positive contribution to the overall summarization performance. Finally, 
measurements with respect to the training time and the number of learnable parameters indicated the 
time efficiency and the small memory footprint of the network architecture.

An example of an automatically-created video summary by the CA-SUM method, and its overlap 
with the human annotations is illustrated in Fig. 3. The upper part of this figure gives an overview 
of the video after selecting one frame per shot (shot segmentation performed using the KTS algo-
rithm (Potapov et al., 2014)), and the lower part presents the results for the CA-SUM method. The 
gray bars denote the averaged human-annotated importance scores for the frames of the video, the 
black vertical lines within these bars correspond to the shot boundaries, and the blue-coloured bars 

Figure 2. The concentrated attention mechanism of CA-SUM. Blue-coloured parts indicate the trainable 
components. The green-coloured box represents the part of the mechanism responsible for computing 
the attentive uniqueness and diversity of the video frames.
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indicate the selected key-shots for inclusion in the summary. The generated summary is illustrated 
by selecting one representative key-frame from each one of the major key-shots of the summary. 
Moreover, the upper left part of the bar chart shows the performance of the CA-SUM method for 
this video, in terms of F-Score as percentage (which is the most-commonly used measure in the 
literature (Apostolidis et al., 2021b)) and according to the Spearman’s ρ (rho) and Kendall’s τ 
(tau) correlation coefficients that were proposed as alternative evaluation measures by Otani et al. 
(2019). The generated summary focuses on the main event of the video (i.e., the cleaning of the 
dog’s ears), but it also contains shots with diverse visual content from other parts of the video. In 
this way, it provides a comprehensive presentation of the entire story, with a special focus on its 
main event. Moreover, taking into account the average human performance reported in the litera-
ture for the videos of the TVSum dataset (Otani et al., 2019), namely an F-Score equal to 78.0, a 
Spearmans’ ρ equal to 0.204, and a Kendall’s τ equal to 0.177, we see that the CA-SUM method 
achieved a human-level performance on this example video (see F-Score value) while its estimates 
about the frames’ importance exhibit a remarkable similarity with the humans’ estimates about the 
importance of different parts of this video (see ρ and τ values).

To allow reproduction of the reported results and testing of the proposed method, Apostolidis et al. 
(2022a) made the PyTorch implementation of CA-SUM publicly-available at: https://github.com/e-
apostolidis/CA-SUM

Figure 3. A key-frame-based overview (using one key-frame per shot), and the created video summary 
from CA-SUM for a video of the TVSum dataset, titles “How to Clean Your Dog’s Ears - Vetoquinol 
USA”. Gray bars denote the averaged human-annotated importance scores for the frames of the video, 
the black vertical lines within these bars correspond to the shot boundaries, and the coloured bars in-
dicate the selected key-shots for creating the summary. The created summary is depicted by selecting 
one representative key-frame from each one of its major key-shots.

https://github.com/e-apostolidis/CA-SUM
https://github.com/e-apostolidis/CA-SUM
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The XAI-SUM Method for Explaining Video Summarization

A first attempt towards explaining video summarization was made by Apostolidis et al. (2022b). Driven 
by the fact that there were no relevant works in the literature, Apostolidis et al. (2022b) formulated the 
goal of this task as the production of an explanation mask that highlights the top-M video fragments that 
influenced the most the estimates of a video summarization network about the frames’ importance, and 
thus the generation of the video summary. With respect to the latter, to avoid the influence of any utilized 
video fragmentation and key-fragment selection approach to the generated video summary (discussed 
in (Otani et al., 2019)), Apostolidis et al. (2022b) adopted a more straightforward approach. This ap-
proach: i) splits the video into consecutive and non-overlapping fragments of fixed-size H , ii) calculates 
each fragment’s importance by averaging the importance of the frames in it, and iii) forms the sum-
mary by selecting the M top-scoring video fragments.

Following, inspired by existing works from the NLP domain, that investigate the use of attention 
as explanation (discussed in section “Attention-Based Explanation of Deep Networks” of this chap-
ter), Apostolidis et al. (2022b) focused their study on video summarization architectures that rely 
on the use of attention mechanisms. Initially, they presented the typical processing pipeline of at-
tention-based video summarization architectures from the literature, and explained how this pipeline 
can be used to define attention-based explanation signals. In particular, they concentrated on the 
values in the main diagonal of the attention matrix (see Fig. 4), and considered various explanation 

signals, formed by: i) the weights in the main diagonal of the attention matrix a
i i i

T

,{ }
=1

 (Inherent 

Attention), ii) the gradients of the importance estimation layer with respect to the weights in the 

main diagonal of the attention matrix ∇{ }
=

a
i i i

T

, 1
 (Gradient of Attention), iii) a weighted version of 

the weights in the main diagonal of the attention matrix, according to the gradients for their com-

putation a a
i i i i i

T

, ,
⋅ ∇{ }

=1
 (Grad Attention), iv) a weighted version of the weights in the main diago-

Figure 4. An illustration of how the attention mechanism can be used to form explanation signals for 
interpreting the output of attention-based video summarization network architectures
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nal of the attention matrix, according to the norm of the Value-based transformed input vectors in 

the attention mechanism a
i i i

T

,
⋅{ }

=
ui 1

 (Input Norm Attention), and v) a weighted version of the 

weights in the main diagonal of the attention matrix, according to both the gradients for their com-
putation and the norm of the Value-based transformed input vectors in the attention mechanism 

a a
i i i i i

T

, ,
⋅ ∇ ⋅{ }

=
ui 1

 (Input Norm Grad Attention). In each case, the obtained frame-level explana-

tion scores are averaged at the fragment-level, and the top-M fragments with the highest explanation 
scores are the ones highlighted in the created explanation mask (see Fig. 5).

To investigate the model’s input-output relationship, Apostolidis et al. (2022b) applied various 
replacement functions at parts of the input corresponding to different video fragments. In particular, 
they: i) removed a part from the original input (Slice-out), ii) replaced a part of the original input with 
a predefined mask formed by the deep feature representations of black or white frames (Input Mask), 
iii) replaced 50% of the elements of each feature representation within a part of the original input, using 
the corresponding elements from randomly-selected feature representations from the remaining parts of 
the input (Randomization), and iv) set the attention weights associated with a part of the original input, 
equal to zero, such that this part will not be forwarded in the network anymore.

Given the above discussed replacement functions, to measure the influence of the kth  video 
fragment in the video summarization network’s output, Apostolidis et al. (2022b) computed the 
difference of estimates ∆E X X y yk k, ,ˆ( ) = ( )τ , where X  is the original set of feature representa-

tions, X̂ k  is the updated set after replacing the features of the frames belonging to the kth  fragment, 
y  and yk  are the network’s outputs for X  and X̂ k  respectively, and τ  ()  computes the Kendall’s 

Figure 5. Overview of the XAI-SUM method for obtaining attention-based explanation masks about the 
video summarization results. The different video fragments are illustrated using their most representative 
frame and appear in a “left-to-right then top-to-bottom” order. The number of highlighted video frag-
ments in the explanation mask equals to five. The summary is formed by stitching the top-5 fragments 
(according to their importance) in chronological order.
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τ  correlation coefficient. Then, the performance of the different explanation signals was evalu-
ated based on the following measures:

• Discoverability+ (D+) evaluates if fragments with high explanation scores have a significant 
influence to the network’s estimates; D+ = Mean(ΔΕ) after replacing the top-1%, 5%, 10%, 15%, 
20%, and the 5 top-scoring fragments.

• Discoverability- (D-) evaluates if fragments with low explanation scores have small influence to 
network’s estimates; D- = Mean(ΔΕ) after replacing the bottom-1%, 5%, 10%, 15%, 20%, and the 
5 less-scoring fragments.

• Sanity Violation (SV) quantifies the ability of explanations to discriminate important from unim-
portant video fragments; SV = % of cases where D+ < D- holds true.

• Rank Correlation (RC) measures the (Spearman) correlation between fragment-level explana-
tion scores and the obtained ΔE values after replacing each video fragment.

The experimental evaluations were conducted using the CA-SUM method and the SumMe and 
TVSum benchmarking datasets. The findings of these evaluations showed that explanations formed us-
ing the attention weights (Inherent Attention) exhibit the best performance, as they achieve the lowest/
highest Discoverability-/+ scores and, in most cases correctly discriminate the most and least influen-
tial fragments of the video. Moreover, based on the computed Rank Correlation, they are capable of 
assigning fragment-level explanation scores that are more representative of each fragment’s influence 
to the network’s output. Explanations formed using the norm-based weighted version of the inherent 
attention weights (Input Norm Attention) also perform good in terms of Discoverability-/+, but are less 
effective in terms of Sanity Violation. Finally, explanations formed using the gradients of the attention 
weights (Gradient of Attention, Grad Attention, Input Norm Grad Attention) are the worst-performing 
ones, as they lead to higher/lower Discoverability-/+ scores than the ones obtained for non-gradient-
based signals, systematically fail to distinguish the most and least influential video fragments, and assign 
fragment-level explanation scores that are neutrally or negatively correlated with the influence of each 
fragment to the network’s output.

An example of the produced explanation mask using Inherent Attention (IA) is shown in Fig. 6. The 
blue-coloured semi-transparent overlays signify the most influential fragments according to the utilized 
IA-based explanation signal, and the blue-coloured bounding boxes indicate the top-scoring fragments 
according to the model’s estimations. In the example video of Fig. 6 the focus of the attention mechanism 
is mainly put on the veterinarian with the dog, and the ear cleaning process. Parts of the video showing 
text-written tips, close-ups of the veterinarian alone, and the cleaning product, are less important according 
to the modeled video context. Using this information, CA-SUM assigns higher importance scores to parts 
of the video showing the veterinarian with the dog, explaining and performing the ear cleaning process. 
This paradigm shows that extracting explanations using the inherent attention weights of the attention 
mechanism and the method proposed in (Apostolidis et al., 2022b), could allow to get insights about 
the focus of attention and assist the explanation of video summarization networks similar to CA-SUM.

To allow reproduction of the reported results and testing of the proposed XAI-SUM method, Apos-
tolidis et al. (2022b) made the PyTorch implementation publicly-available at: https://github.com/e-
apostolidis/XAI-SUM

https://github.com/e-apostolidis/XAI-SUM
https://github.com/e-apostolidis/XAI-SUM
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FUTURE RESEARCH DIRECTIONS

Although the research community has invested considerable effort in the video summarization 
problem, this problem cannot be considered as solved and there is plenty of room for improvements. 
In our perspective, the most promising research direction is the extension of existing for video 
summarization methods in order to allow a user to intervene in the summary production process, 
so that the outcome (i.e., the video summary) is aligned with user-specified rules. Future work 
in this area could build on existing methods for query- or sentence-driven summarization (e.g., 
Narasimhan et al., 2021; Hu et al., 2023; Su et al., 2023), and explore ways to offer personalized 
video summaries that are customized to the users’ needs. A more aspiring approach could be the 
use of an on-line interaction channel between the user/editor and the trainable summarizer, in 
combination with active learning algorithms that allow to incorporate the user’s/editor’s feedback 
with respect to the generated summary (as in (Garcia del Molino et al., 2017)). The development 
of effective weakly-supervised video summarization methods, either via a text-based input that 
specifies the content of the summary or via an on-line interaction channel, will allow meeting the 
needs of specific summarization scenarios and application domains. Such developments will be 
really important for the practical application of video summarization technologies in the Media 
industry, where complete automation that diminishes editorial control over the generated sum-
maries is not always preferred.

With respect to explainable video summarization, future research should target the extension of ex-
isting video summarization architectures by introducing explanation mechanisms; both model-agnostic 
and model-dependent mechanisms could be investigated. This research could be guided by transferring 
knowledge from other domains where such mechanisms have already been used with success (e.g., ac-
tion/event recognition and classification (e.g., Stergiou et al., 2019; Gkalelis et al., 2022), image/video 
classification (e.g., Mänttäri et al., 2020; Z. Li, 2021; Ntrougkas et al., 2022; Gkartzonika et al., 2023) 
and video text detection (e.g., Yu et al., 2021)) to the video summarization domain. Moreover, future 
work on the XAI-SUM method (Apostolidis et al., 2022b) could involve experimentation with additional 
attention-based networks for video summarization (e.g., the ones proposed by Fajtl et al. (2019) and P. 
Li et al. (2021)), as well as comparisons with other model-agnostic or model-dependent methods for 
producing explanations.

Figure 6. The produced explanation mask for a video of the TVSum dataset, titled “How to Clean Your 
Dog’s Ears – Vetoquinol”. Video fragments are illustrated using their most representative frame. Blue-
coloured semi-transparent overlays signify the most influential fragments for the model’s predictions. Blue-
coloured bounding boxes indicate the five top-scoring video fragments based on the model’s predictions.
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CONCLUSION

The recent advances in the field of video summarization, that are heavily based on the emergence of 
modern deep-learning network architectures, form a fertile ground for the development of technolo-
gies that could significantly facilitate the work of professionals working on media content production; 
especially the ones dealing with the production of summarized versions of a video for distribution via 
different communication channels. The current state of the art on video summarization is mainly rep-
resented by methods that utilize attention mechanisms and can support either generic or query-driven 
video summarization. A recently proposed method for unsupervised video summarization (CA-SUM) 
showed that the use of tailored attention mechanisms can lead to analysis results (i.e., video summaries) 
that are very close to the humans’ expectations. The combination of such methods, with attention-based 
approaches for explaining the analysis results (XAI-SUM) could enable a level of understanding about 
the functionality of the video summarization method, thus increasing the professionals’ trust in this 
technology and facilitating media content curation and production.
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KEY TERMS AND DEFINITIONS

Explainable Artificial Intelligence (XAI): Explainable Artificial Intelligence refers to methods and 
algorithms that allow humans to understand the reasoning behind the decisions or predictions made by 
machine/deep learning network architectures.

Explanation Mask: In the context of XAI, an explanation mask is a human-interpretable visualiza-
tion that localizes the most important aspects of each input data for the decisions or predictions made 
by machine/deep learning network architectures.
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Generative Adversarial Networks: Generative Adversarial Networks, a class of machine learning 
frameworks, are made up of a pair of two neural networks that are trained progressively in an adversarial 
manner; as the training proceeds, the generator tries to create realistic data samples that fool the dis-
criminator, while the discriminator aims to make a good guess on how “realistic” the given input seems.

Recurrent Neural Networks (RNNs): Recurrent Neural Networks is a class of artificial neural networks 
where connections between nodes create a cycle, allowing output from some nodes to affect subsequent 
input to the same nodes; through this iterative behaviour, they can process variable length sequences of 
inputs and capture the states or data of previous inputs to generate the next output of a sequence.

Reinforcement Learning: Reinforcement learning is a machine learning paradigm based on reward-
ing desired behaviours and/or punishing undesired ones; based on it, a reinforcement learning agent 
progressively learns to perceive and interpret its environment, take actions and develop knowledge about 
a task through trial and error.

Self-Attention: Self-attention is an attention mechanism that captures relations between different 
elements of the input data sequence, aiming to compute a representation of this data sequence and dy-
namically adjust the influence of each element on the output.

Supervised Learning: Supervised learning is a machine learning paradigm that is used to learn a 
function that maps feature vectors to labels/scores, based on examples of input-output pairs (i.e., human-
based ground-truth annotations).

Transformer Network: A Transformer Network is a neural network that is designed to process 
sequential data all at once, thus allowing for more parallelization than RNNs and therefore reducing 
training times; it learns context for any position in the input sequence by modelling data relationships 
using an attention mechanism.

Unsupervised Learning: Unsupervised learning is a machine learning paradigm that is used to learn 
concise representations of the input data, which can be used for data exploration, data compression or 
new data generation.

Video Summarization: Video summarization is a problem in the domain of video analysis and 
understanding, that aims to generate a short synopsis by selecting the most informative and important 
parts of the video.


