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ABSTRACT
In this paper, the authors first clarify that it is not a trivial matter whether or not a self-stabilizing algorithm under the Dolev model, when adapted to a composite atomicity model, is also self-stabilizing. Then the authors employ a particular “simulation” approach to show that if a self-stabilizing algorithm under the Dolev model has one of two certain forms, then it is also self-stabilizing when adapted to one of the composite atomicity models, the fair daemon model. Since most existing self-stabilizing algorithms under the Dolev model have the above-mentioned forms, the authors’ results imply that they are all self-stabilizing when adapted to the fair daemon model.
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1. INTRODUCTION
A distributed system consists of a set of loosely connected processors that do not share a global memory. It is usually modelled by a connected simple undirected graph $G = (V, E)$, with each node $x \in V$ representing a processor in the system and each edge $\{x, y\} \in E$ representing the link connecting processors $x$ and $y$. Each processor has one or more shared registers and possibly some non-shared local variables, the contents of which specify the local state of the processor. Local states of all
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processors in the system at a certain time constitute the global configuration (or, simply, configuration) of the system at that time. The main restriction of the distributed system is that each processor in the system can only access the data (i.e., read the shared data) of its neighbors. Since a distributed algorithm is an algorithm that works in a distributed system, it cannot violate this main restriction. In this paper, we adopt the point of view in Dolev et al. (1993). Thus, an atomic step is the “largest” step that is guaranteed to be executed uninterrupted. A distributed algorithm uses composite atomicity if some atomic step contains (at least) a read operation and a write operation. A distributed algorithm uses read/write atomicity if each atomic step contains either a single read operation or a single write operation but not both.

1.1. Computational Models

1.1.1. Composite Atomicity Models

The Dijkstra’s central daemon model (or, simply, central daemon model) was first introduced in Dijkstra (1974). Under this computational model, each processor is equipped with a local algorithm that consists of one or more rules of the form:

condition part → action part.

The condition part (or guard) is a Boolean expression of registers of the processor and its neighbors, and the action part is an assignment of values to some registers of the processor. If the condition part of one or more rules in a processor is evaluated to be true, we say that the processor is privileged to execute the action part of any of these rules (or privileged to make a move). Under this computational model, if the system starts with a configuration in which no processor in the system is privileged, then the system is deadlocked. Otherwise, the central daemon in the system will randomly select exactly one privileged processor and exactly one executable rule in the processor’s local algorithm, and let the selected processor execute the action part of the selected rule. The local state of the selected processor thus changes, which in the meantime results in the change of the global configuration of the system. The system will repeat the above process to change configurations as long as it does not encounter any deadlock situation. Thus the behavior of the system under the action of the algorithm can be described by executions defined as follows: an infinite sequence of configurations

\[ \Gamma = (\gamma_1, \gamma_2, \ldots) \]

of a distributed system is called an infinite execution (of the algorithm in the system) under the central daemon model if for any \( i \geq 1 \), \( \gamma_{i+1} \) is obtained from \( \gamma_i \) after exactly one processor in the system makes a move in the \( i \)th step \( \gamma_i \rightarrow \gamma_{i+1} \); a finite sequence of configurations \( \Gamma = (\gamma_1, \gamma_2, \ldots, \gamma_k) \) of a distributed system is called a finite execution (of the algorithm in the system) under the central daemon model if (1) \( k = 1 \), or for any \( i = 1, 2, \ldots, k-1 \), \( \gamma_{i+1} \) is obtained from \( \gamma_i \) after exactly one processor in the system makes a move in the \( i \)th step \( \gamma_i \rightarrow \gamma_{i+1} \), and (2) no node is privileged in the last configuration \( \gamma_k \).

The distributed daemon model was later considered in Burns (1987). The difference between the central daemon model and the distributed daemon model is the number of processors that make moves in a step of an execution of the algorithm. Under the central daemon model, exactly one privileged processor in the system is randomly selected by the central daemon to make a move in a step of an execution of the algorithm. Under the distributed daemon model, however, an arbitrary number of privileged processors are randomly selected by the distributed daemon to simultaneously make moves in a step. Thus, we can also define executions for the distributed daemon model as follows: an infinite sequence of configurations \( \Gamma = (\gamma_1, \gamma_2, \ldots) \) of a distributed system is called an infinite execution (of the algorithm in the system) under the distributed daemon model if for any \( i \geq 1 \), \( \gamma_{i+1} \) is obtained from \( \gamma_i \) after a certain number of privileged
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