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INTRODUCTION

In the last fifty years, approximately, advances in computers and the availability of images in digital form have made it possible to process and to analyze them in automatic (or semi-automatic) ways. Alongside with general signal processing, the discipline of image processing has acquired a great importance for practical applications as well as for theoretical investigations. Some general image processing references are (Castleman, 1979) (Rosenfeld & Kak, 1982) (Jain, 1989) (Pratt, 1991) (Haralick & Shapiro, 1992) (Russ, 2002) (Gonzalez & Woods, 2006).

Mathematical Morphology, which was founded by Serra and Matheron in the 1960s, has distinguished itself from other types of image processing in the sense that, among other aspects, has focused on the importance of shapes. The principles of Mathematical Morphology can be found in numerous references such as (Serra, 1982) (Serra, 1988) (Giardina & Dougherty, 1988) (Schmitt & Mattioli, 1993) (Maragos & Schafer, 1990) (Heijmans, 1994) (Soille, 2003) (Dougherty & Lotufo, 2003) (Ronse, 2005).

BACKGROUND

Morphological processing especially uses set-based approaches, and it is not frequency-based. This is in fact in sharp contrast with linear signal processing (Oppenheim, Schafer, & Buck, 1999), which deals mainly with the frequency content of an input signal. Let us mention also that Mathematical Morphology (as the name suggests) normally employs a mathematical formalism.

Morphological filtering is a type of image filtering that focuses on increasing transformations. Shapes can be satisfactorily processed by morphological filters. Starting with elementary transformations that are based on Minkowski set operations, other more complex transformations can be realized. The theory of morphological filtering is soundly based on mathematics.

This article provides an overview of morphological filtering. The main families of morphological filters are discussed, taking into consideration the possibility of computing hierarchical image simplifications. Both the binary (or set) and gray-level function frameworks are considered.

In the following of this section, some fundamental notions of morphological processing are discussed. The underlying algebraic structure and associated operations, which establish the distinguishing characteristics of morphological processing, are commented.

UNDERLYING ALGEBRAIC STRUCTURE AND BASIC OPERATIONS

In morphological processing, the underlying algebraic structure is a complete lattice (Serra, 1988). A complete lattice is a set of elements with a partial ordering relationship, which will be denoted as \( \leq \), and with two operations defined called supremum (sup) and infimum (inf):

- The sup operation computes the smallest element that is larger than or equal to the operands. Thus, if \( a, b \) are two elements of a lattice, “\( a \sup b \)” is equal to “\( A \cup B \)”, where \( A \) and \( B \) are sets.
- The inf operation computes the greatest element that is smaller than or equal to the operands.

Moreover, every subset of a lattice has an infimum element and a supremum element.

For sets and gray-level images, these operations are:

- Sets (or binary images)
  - Order relationship: \( \subseteq \) (set inclusion).
  - “\( A \sup B \)” is equal to “\( A \cup B \)”, where \( A \) and \( B \) are sets.
  - “\( A \inf B \)” is equal to “\( A \cap B \)”. 
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- Gray-level images (images with intensity values within a range of integers)
  - Order relationship: For two functions \( f, g \):
    \[ f \leq g \Rightarrow f(x) \leq g(x), \]
    for all pixel \( x \)
    where the right-hand-side \( \leq \) refers to the order relationship of integers.
  - The sup of \( f \) and \( g \) is the function:
    \[ (f \sup g)(x) = \max \{f(x), g(x)\} \]
    where “max” denotes the computation of the maximum of integers.
  - The inf of \( f \) and \( g \) is the function:
    \[ (f \inf g)(x) = \min \{f(x), g(x)\} \]
    where “min” symbolizes the computation of the minimum of integers.

TRANSFORMATION PROPERTIES

The concept of ordering is key in non-linear morphological processing, which focuses especially on those transformations that preserve ordering. An increasing transformation \( \Psi \) defined on a lattice satisfies that, for all \( a, b \):

\[ a \leq b \Rightarrow \Psi(a) \leq \Psi(b) \]

The following two properties concern the ordering between the input and the output. If \( I \) denotes an input image, an image operator \( \Psi \) is extensive if and only if, \( \forall I \),

\[ I \leq \Psi(I) \]

A related property is the anti-extensivity property. An operator \( \Psi \) is anti-extensive if and only if, \( \forall I \),

\[ I \geq \Psi(I) \]

The concept of idempotence is a fundamental notion in morphological image processing. An operator \( \Psi \) is idempotent if and only if, \( \forall I \),

\[ \Psi(I) = \Psi \Psi(I) \]

Within the non-linear morphological framework, the important duality principle states that, for each morphological operator, there exists a dual one with respect to the complementation operation.

Two operators \( \Psi \) and \( \Omega \) are dual if

\[ \Psi = \mathcal{C} \Omega \mathcal{C} \]

The complementation operation \( \mathcal{C} \), for sets, computes the complement of the input. In the case of gray-level images a related operation is the image inversion, which inverts an image reversing the intensity values with respect to the middle point of the intensity value range.

The following concept of pyramid applies to multi-scale transformations. A family of operators \( \{\Psi_i\} \), where \( i \in S = \{1, \ldots, n\} \), forms a multi-level pyramid if

\[ \forall j, k \in S, j \geq k, \exists l \text{ such that } \Psi_j = \Psi_l \Psi_k \]

In words, the set of transformations \( \{\Psi_i\} \) constitutes a pyramid if any level \( j \) of the hierarchy can be reached by applying a member of \( \{\Psi_i\} \) to a finer (smaller index) level \( k \).

STRUCTURING ELEMENTS

A structuring element is a basic tool used by morphological operators to explore and to process the shapes and forms that are present in an input image. Normally, flat structuring elements, which are sets that define a shape, are employed. Two usual shapes (square and diamond) are displayed next (the “x” symbol denotes the center):

(a) Square 3x3  
(b) Diamond 3x3

If \( B \) denotes a structuring element, its transposed is \( \tilde{B} = \{(x,y) \in B\} \) (i.e., \( B \) inverted with respect to the coordinate origin). If a structuring element \( B \) is centered and symmetric, then \( \tilde{B} = B \).
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