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ABSTRACT
This chapter examines the capability of Genetic Programming (GP) and different Artificial Neural Network (ANN) (Backpropagation [BP] and Generalized Regression Neural Network [GRNN]) models for prediction of air entrainment rate \( Q_A \) of triangular sharp-crested weir. The basic principal of GP has been taken from the concept of Genetic Algorithm (GA). Discharge \( Q \), drop height \( h \), and angle in triangular sharp-crested weir \( \theta \) are considered as inputs of BP, GRNN, and GP. Coefficient of Correlation \( R \) has been used to assess the performance of developed GP, BP, and GRNN models. For a perfect model, the value of \( R \) should be close to one. A sensitivity analysis has been carried out to determine the effect of each input parameter. This chapter presents a comparative study between the developed BP, GRNN, and GP models.
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INTRODUCTION

A weir is designed to change flow characteristics of river. Different shapes of weir are used such as rectangular weir, triangular or v-notch weir, the broad-crested weir, etc. The amount of dissolved oxygen in a river system is increased by weir. The change in oxygen concentration due to weir is given by the following equation

\[
\frac{dm}{dt} = V \frac{dC}{dt} = k_L A (C_s - C)
\]  

(1)

where \( \frac{dm}{dt} \) is mass transfer rate of gas molecules across an interface, \( C_s \) and \( C \) are the saturation concentration of oxygen in water at prevailing ambient conditions and the actual concentration of oxygen in the water at time \( t \)-difference being proportional to the concentration gradient, \( k_L \) is bulk liquid film coefficient, \( A \) is the air–water contact area and \( V \) is the volume of water associated with this. Ervine, et al. (1980) explained air entrainment mechanisms by weirs. They gave four mechanism of air entrainment.

So, the determination of air entrainment rate (QA) of triangular sharp-crested weir is an imperative task in civil engineering. Researchers determined air entrainment rate and aeration efficiency of different shapes weirs (Baylar & Bagatur, 2000; 2001a; 2001b; 2006; Baylar, et al., 2001a; 2001b; Baylar, 2002, 2003; Baylar & Emiroglu, 2007; Emiroglu & Baylar, 2003a; 2003b; 2005). Baylar, et al. (2008) successfully adopted Adaptive Neuro Fuzzy Inference System (ANFIS) for prediction of QA of triangular sharp-crested weir. ANFIS has been successfully used to model different problems in water (ASCE, 2000; Kisi, 2004a; 2004b; Hanbay, et al., 2006a; 2006b; 2007; Abolpour, et al., 2007; Baylar, et al., 2007). ANFIS can be trained to provide input/output data mappings and one can get the relationship between model inputs and corresponding outputs. It enables the knowledge that has been learnt in the network training to be translated into a set of fuzzy rules that describe the model input/output relationship in a more transparent fashion. ANFIS makes inference by fuzzy logic and shapes fuzzy membership function using neural network (Altrock, 1995; Brown & Harris, 1995).

However, the developed ANFIS did not give any equation for prediction of air entrainment rate and aeration efficiency of triangular sharp-crested weir.

This chapter adopts two data mining techniques (Artificial Neural Network [ANN] and Genetic Programming [GP]) for determination of QA of triangular sharp-crested weir. Figure 1 shows a triangular sharp-crested weir. Two types (Back-propagation [BP] and Generalized Regression Neural Network [GRNN]) of ANN have been developed. ANN was developed originally by McCulloch and Pitts (1943). In ANN, the knowledge lies in the interconnection weights between neuron and architecture of the networks (Jones & Hoskins, 1987). Hebb (1949) described the importance of the synaptic connections in the learning process. Rosenblatt (1958) defined the term ‘Perceptron BP network consists an input layer, a sigmoid hidden layer and a linear output layer. It has ability to approximate any function (Demuth & Beale, 1999). Irie and Miyanki (1988) described BP as the most versatile learning algorithm. It is an approximate steepest descent algorithm, in which the performance index is mean square error. It is most useful for non-linear mappings. It works well with noisy data. GRNN consists an input layer, hidden layer and the output layer. It falls into the category of probabilistic neural networks. It is a special case of Radial Basis Networks. In GRNN, the hidden layer contains radial-basis neurons. These radial-basis neurons use the Gaussian transfer function. There are lots of applications of ANN in the literatures (Zhang, et al., 2008; Akdag, et al., 2009; Sharma & Ponselva, 2010; Mardi, et al., 2011; Saraswathi, et al., 2012; Khosravi, et al., 2013). GP is developed based on the concept of genetic algorithm (Koza, 1992). It is an