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ABSTRACT

Data mining methods based on fuzzy logic have been developed recently and have become an increasingly important research area. In this chapter, the authors examine possibilities for discovering potentially useful knowledge from relational database by integrating fuzzy functional dependencies and linguistic summaries. Both methods use fuzzy logic tools for data analysis, acquiring, and representation of expert knowledge. Fuzzy functional dependencies could detect whether dependency between two examined attributes in the whole database exists. If dependency exists only between parts of examined attributes’ domains, fuzzy functional dependencies cannot detect its characters. Linguistic summaries are a convenient method for revealing this kind of dependency. Using fuzzy functional dependencies and linguistic summaries in a complementary way could mine valuable information from relational databases. Mining intensities of dependencies between database attributes could support decision making, reduce the number of attributes in databases, and estimate missing values. The proposed approach is evaluated with case studies using real data from the official statistics. Strengths and weaknesses of the described methods are discussed. At the end of the chapter, topics for further research activities are outlined.
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INTRODUCTION

The increasing use of information systems by business and governmental agencies has created large amounts of data that contain potentially valuable knowledge (Rasmussen & Yager, 1997). This amount of data should be processed and interpreted to be useful. Modern corporations are becoming more and more dependent on information generated from databases (Vucetic, Hudec, & Vujošević, 2013). Accordingly, decision makers are often not interested in large sheets of figures, but in relational knowledge that is usually overshadowed by large amount of data in relational databases. Hence, data with meaning are more important than pure data. Traditional knowledge discovery in a database provides precise information from the data rather than providing a global review of the whole database. Therefore, it is important to develop methods able to handle imprecision, uncertainty and partial truth, and present revealed information in an understandable way to users.

In this chapter we use fuzzy concept to induce associational rules hidden in the data. Discovering these useful rules from databases is seen as a data mining technique. The fuzzy sets and fuzzy logic are used to find association among attributes of relational database and the character of the discovered dependencies. Approaches presented in this chapter are bio-inspired techniques because of similarity of the fuzzy concept to human reasoning (computing with words instead of crisp numbers and precise measurement). More recently, these techniques are increasingly present as suitable methods for mining knowledge from different kinds of databases.

Dependencies and relations between attributes convey relevant information for users. It is obvious that they may also exist between particular parts of attributes domains which could not have clear boundaries. Feil and Abonyi (2008) pointed out that there is an urgent need for a new generation of computational techniques to assist humans in extracting useful information (knowledge) from the constantly growing volumes of collected data. Mining this information also requires approaches which enable ambiguity and imprecision in data to be easily handled (Ansari, Biswas, & Aggarwal, 2012).

Initially, Linguistic Summaries (LSs) have been developed to express a relational, concise and easily understandable knowledge about the data (Rasmussen & Yager, 1997). LSs mimic human reasoning in looking for the information by natural language questions and processing data without precise measurements. The concept of LSs has been initially introduced in Yager (1982) and further developed in Hudec (2013b), Kacprzyk and Yager (2001), Kacprzyk and Zadrozny (2009), Rasmussen and Yager (1997), Yager (1989).

Our research uses the LS of the following structure:

\[
Q \ R \ entities \ in \ database \ are \ (have) \ S
\]

where \( S \) is a summarizer defined as a linguistic term on the domain of the examined attribute, \( R \) is a linguistic term adding some constraints and \( Q \) is a fuzzy quantifier as in Zadeh (1983). The truth value of a summary is usually called \textit{validity} and gets value from the \([0, 1]\) interval. For example, the rule: \textit{most of well-paid employees are middle aged}, may have a higher truth value than other rules describing a particular company and its employees.

Data summarization is one of the basic capabilities of any “intelligent” system (Kacprzyk & Zadrozny, 2009). We could say that the same holds for the Fuzzy Functional Dependencies (FFDs). The main aim of FDDs is detecting attributes that have a high value of dependency.

A fuzzy functional dependency, denoted by \( X \xrightarrow[\theta]{\sim} Y \) expresses that a relation exists between the two sets of attributes \( X \) and \( Y \). It can be stated as follows: if \( t \) and \( t' \) have similar values on \( X \), they also have the similar value on \( Y \) with linguistic strengths \( \theta \) (Sözat & Yazici, 2001).