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ABSTRACT

Automata theory plays a key role in computational theory as many computational problems can be solved with its help. Formal grammar is a special type of automata designed for linguistic purposes. Formal grammar generates formal languages. Rough grammar and rough languages were introduced to incorporate the imprecision of real languages in formal languages. These languages have limitations on uncertainty. The authors have considered both uncertainty and approximations to define rough fuzzy grammar and rough fuzzy languages. Under certain restrictions, their grammar reduces to formal grammar. Furthermore, the authors have proposed definition of rough fuzzy automata that accepts rough fuzzy regular language.
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INTRODUCTION

Fuzzy set theory and rough set theory are model of uncertainty and approximations. The notion of fuzzy set theory and rough set theory were introduced by Zadeh (1965) and Pawlak (1982). The Fuzzy set theory addresses the definition of vagueness boundary of a class that is a generalization of set characteristics functions and the rough set theory acts as indiscernibility between objects, which is distinctively characterized by equivalence relation. The idea of rough set is based on approximations of sets and these approximations are defined using the equivalence classes. Dubois et al. (1990) gave idea of generalized version of rough set which is called as rough fuzzy set. Recent extensions of rough set theory have developed a new method for decomposition of large data sets. The rough set methodologies have found many applications.

Two basic fuzzy automata models, Mealy and Moore types for lexical analysis were introduced by Salomaa et al. (1995). Finite state automata are significantly used in many areas. Malik & Modersan (2002) proposed fuzzy language, fuzzy grammar and their applications. Basu (2005) introduced rough finite state automata. The difference between rough automata and other automata is of their transition map. Tiwari et al. (2014) introduced the rough finite state machine with output. Tripathi et al. (2014) proposed approximate equalities of rough set using interior and closure (rough equality, rough equivalence, approximate rough equality and approximate rough equivalence). We found that rough equivalence is better in real life situation than others.

Noam Chomsky gave a mathematical model of a grammar. W. G Wee introduced the concept of fuzzy grammar and fuzzy language. Grammars generate the languages. If the grammar is regular, then we can define rough fuzzy regular grammar. Concept of fuzzy language was introduced by (Lee,
Fuzzy Language is defined with fuzzy subsets of strings and these strings are made from finite alphabets. In fuzzy regular language, strings are finite and regular with membership values. The concept of rough language was introduced by G. Paun et al. (1998). Rough grammar and rough languages were introduced by Basu (2003). Rough fuzzy regular grammar defined as ordered pairs of lower and upper approximations with membership values.

Intuitionistic fuzzy sets are based on membership and nonmembership values. Nan et al. (2014) extended a method for matrix solving games with payoffs of trapezoidal intuitionistic fuzzy numbers. The validity of proposed method is illustrated with numerical example. Interval-valued intuitionistic fuzzy (IVIF) sets are a valuable device to deal with uncertainty inherent in decision data and decision making process. Wang et al. (2013) extended a methodology for solving multiattribute decision making (MADM) with both ratings of alternatives on attributes and weights being expressed with IVIF sets. Li et al. (2013) extended new fuzzy linear programming method for solving such MADM problems. The book by Li et al. (2014) has practical applications in decision science, game theory, economics etc.

Malik and Modersan (2002) considered uncertainty whereas Basu (2003) considered imprecision to reduce gap between formal language and real language. In this article, we have considered both vagueness and imprecision to define rough fuzzy grammar, rough fuzzy language and rough fuzzy automata. Our definition is based on both approximation and uncertainty. Some notion of rough fuzzy regular language such as union, intersection, complement, concatenation and star operations are proposed. We have proposed two theorems, related to rough fuzzy regular grammar and rough fuzzy regular language.

**PRELIMINARIES**

In section 2, we recall some basic concepts of rough sets, rough fuzzy sets and rough finite state automata.

Pawlak (1982) has introduced rough set theory based on approximations. The definition is given as:

**Definition 1:** Let $U$ be a non-empty finite set of objects called the universe and $R$ be an equivalence relation on $U$ named as the indiscernibility relation. The pair $(U, R)$ is called the approximation space. Let $X$ be a subset of $U$:

a. The lower approximation of $X$ with respect to $R$ is the set of all objects, which can be for certain classified as $X$ with respect to $R$ and it is denoted by $\underline{R}(X)$. That is, $\underline{R}(X) = \{ x \in U \mid [x] \subseteq U \}$, where $[x]$ denotes the equivalence class determined by $x$;

b. The upper approximation of $X$ with respect to $R$ is the set of all objects, which can be possibly classified as $X$ with respect to $R$ and it is denoted by $\overline{R}(X)$. That is, $\overline{R}(X) = \{ x \in U \mid [x] \cap X \neq \emptyset \}$, where $[x]$ denotes the equivalence class determined by $x$;

c. The boundary region of $X$ with respect to $R$ is the set of all objects, which can be classified neither as $X$ nor as complement $X$ with respect to $R$ and it is denoted by $BN_r(X)$. That is, $BN_r(X) = \overline{R}(X) - \underline{R}(X)$. The set $X$ is said to be rough with respect to $R$ if $\overline{R}(X) \neq \underline{R}(X)$. That is, if $BN_r(X) \neq \emptyset$.
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