INTRODUCTION

Knowledge management (KM) transforms a firm’s knowledge-based resources into a source of competitive advantage. Knowledge creation, a KM process, deals with the conversion of tacit knowledge to explicit knowledge and moving knowledge from the individual level to the group, organizational, and interorganizational levels (Alavi & Leidner, 2001). Four modes—namely, socialization, externalization, combination, and internalization—create knowledge through the interaction and interplay between tacit and explicit knowledge. The “combination” mode consists of combining or reconfiguring disparate bodies of existing explicit knowledge (like documents) that lead to the production of new explicit knowledge (Choo, 1998). Transactional databases are a source of rich information about a firm’s processes and its business environment. Knowledge Discovery in Databases (KDD), or data mining, aims at uncovering trends and patterns that would otherwise remain buried in a firm’s operational databases. KDD is “the non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data.” (Fayyad, Piatetsky-Shapiro, & Smyth, 1996). KDD is a typical example of IT-enabled combination mode of knowledge creation (Alavi & Leidner, 2001).

An important issue in KDD concerns the glut of patterns generated by any knowledge discovery system. The sheer number of these patterns makes manual inspection infeasible. In addition, one cannot obtain a good overview of the domain. Most of the discovered patterns are uninteresting since they represent well-known domain facts. The two problems—namely, rule quality and rule quantity—are interdependent. Knowledge of a rule’s quality can help in reducing the number of rules. End-users of data mining outputs are typically managers, hard pressed for time. Hence, the need for automated methods to identify interesting, relevant, and significant pat-
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terns. This article discusses the interestingness of KDD patterns. We use the association rule (AR) (Agrawal, Imielinski, & Swami, 1993) in a market-basket context as an example of a typical KDD pattern. However, the discussions are also applicable to patterns like classification rules.

BACKGROUND

The Rule Quantity Problem: Solution Perspectives

The rule quantity problem may be a result of the automated nature of many KDD methods, such as AR mining methods. In one study, Brin, Motwani, Ullman, and Tsur (1997) discovered 23,712 rules on mining a census database. Approaches to alleviate this problem aim at reducing the number of rules required for examination while preserving relevant information present in the original set. Redundancy reduction, rule templates, incorporation of additional constraints, ranking, grouping, and visualization are some of the techniques that address the rule quantity problem.

In AR mining, additional constraints in conjunction with support and confidence thresholds can reveal specific relationships between items. These constraints reduce the search space and bring out fewer, relevant, and focused rules. Rule templates (Klemettinen, Mannila, Ronkainen, Toivonen, & Verkamo, 1994) help in selecting interesting rules by allowing a user to pre-specify the structure of interesting and uninteresting class of rules in inclusive and restrictive templates, respectively. Rules matching an inclusive template are interesting. Such templates are typical post-processing filters. Constraint-based mining (Bayardo, Agrawal, & Gunopulos, 2000) embeds user-specified rule constraints in the mining process. These constraints eliminate any rule that can be simplified to yield a rule of equal or higher predictive ability. Association patterns like negative ARs (Savasere, Omiecinski, & Navathe, 1998; Subramanian, Ananthanarayana, & Narasimha Murty, 2003), cyclic ARs (Ozden, Sridhar, & Silberschatz, 1998), inter-transactional ARs (Lu, Feng, & Han, 2000), ratio rules (Korn, Labrinidis, Kotidis, & Faloutsos, 1998), and substitution rules (Teng, Hsieh, & Chen, 2002) bring out particular relationships between items. In the market-basket context, negative ARs reveal the set of items a customer is unlikely to purchase with another set. Cyclic association rules reveal purchases that display periodicity over time. Thus, imposition of additional constraints offers insight into the domain by discovering focused and tighter relationships. However, each method discovers a specific kind of behaviour. A large number of mined patterns might necessitate the use of other pruning methods. Except for rule templates, methods that enforce constraints are characterized by low user-involvement.

Redundancy reduction methods remove rules that do not convey new information. If many rules refer to the same feature of the data, then the most general rule may be retained. “Rule covers” (Toivonen, Klemettinen, Ronkainen, Hatonen, & Mannila, 1995) is a method that retains a subset of the original set of rules. This subset refers to all rows (in a relational database) that the original ruleset covered. Another strategy in AR mining (Zaki, 2000) is to determine a subset of frequently occurring closed item sets from their supersets. The magnitude of cardinality of the subset is several orders less than that of the superset. This implies fewer rules. This is done without any loss of information. Sometimes, one rule can be generated from another using a certain inference system. Retaining the basic rules may reduce the cardinality of the original rule set (Cristoforo & Simovici, 2002). This process being reversible can generate the original ruleset if required. Care is taken to retain the information content of the basic unpruned set. Redundancy reduction methods may not provide a holistic picture.