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Abstract

Artificial Neural Networks (ANNs) have become popular among researchers and practitioners for modeling complex real-world problems. One of the latest research areas in this field is evolving ANNs. In this chapter, we investigate the simultaneous evolution of network architectures and connection weights in ANNs. In simultaneous evolution, we use the well-known concept of multiobjective optimization and subsequently evolutionary multiobjective algorithms to evolve ANNs. The results are promising when compared with the traditional ANN algorithms. It is expected that this methodology would provide better solutions to many applications of ANNs.
Introduction

Feed-forward ANNs have found extensive acceptance in many disciplines for modeling complex real-world problems including the finance and manufacturing domains. An ANN is formed from a group of units, called neurons or processing elements, connected with arcs, called synapses or links, where each arc is associated with a weight representing the strength of the connection, and usually the nodes are organized in layers. Each neuron has an input equal to the weighted sum of the outputs of those neurons connected to it. The weighted sum of the inputs represents the activation of the neuron. The activation signal is passed through a transfer function to produce a single neuron’s output. The transfer function introduces nonlinearity to the network. The behavior of a neural network is determined by the transfer functions, the learning rule by which arcs update their weights, and the architecture itself in terms of the number of connections and layers. Training is the process of adjusting the networks’ weights to minimize the difference between the network output and the desired output on a suitable metric space. Once the network is trained, it can be tested by a new dataset.

As previously mentioned, the performance of a neural network for a given problem depends on the transfer function, network architecture, connection weights, inputs, and learning rule. The architecture of an ANN includes its topological structure, that is, connectivity and number of nodes in the network. The architectural design is crucial for successful application of ANNs because the architecture has a significant impact on the overall processing capabilities of the network. In most function-approximation problems, one hidden layer is sufficient to approximate continuous functions (Basheer, 2000; Hecht-Nielsen, 1990). Generally, two hidden layers may be necessary for learning functions with discontinuities (Hecht-Nielsen, 1990). The determination of the appropriate number of hidden layers and number of hidden nodes in each layer is one of the important tasks in ANN design. A network with too few hidden nodes would be incapable of differentiating between complex patterns, leading to a lower estimate of the actual trend. In contrast, if the network has too many hidden nodes it will follow the noise in the data due to overparameterization leading to poor generalization for test data (Basheer & Hajmeer, 2000). As the number of hidden nodes increases, training becomes excessively time-consuming.

The most popular approach to finding the optimal number of hidden nodes is by trial and error. Methods for network growing such as cascade correlation (Fahlman & Lebiere, 1990) and for network pruning such as optimal brain damage (LeCun, Denker, & Solla, 1990) have been used to overcome the unstructured and somehow unmethodical process for determining good network architecture. However, all these methods still suffer from their slow convergence and long training time. Nowadays, many researchers use evolutionary algorithms to find the appropriate network architecture by minimizing the output error (Kim & Han, 2000; Yao & Liu, 1998).

Weight training in ANNs is usually formulated as a minimization of an error function, such as the mean square error between target and actual outputs averaged over all examples (training data) by iteratively adjusting connection weights. Most training algorithms,
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