ABSTRACT

Subcellular location is related to the knowledge of the spatial distribution of a protein within the cell. The knowledge of the location of all proteins is crucial for several applications ranging from early diagnosis of a disease to monitoring of therapeutic effectiveness of drugs. This chapter focuses on the study of machine learning techniques for cell phenotype image classification and is aimed at pointing out some of the advantages of using a multi-classifier system instead of a stand-alone method to solve this difficult classification problem. The main problems and solutions proposed in this field are discussed and a new approach is proposed based on ensemble of neural networks trained by local and global features. Finally, the most used benchmarks for this problem are presented and an experimental comparison among several state-of-the-art approaches is reported which allows to quantify the performance improvement obtained by the approach proposed in this chapter.

INTRODUCTION

Nowadays, as a consequence of having obtained the sequence of numerous genomes and subsequent identification of the encoded proteome, understanding the function of proteins at the cellular level has become one of the most important objectives in biological sciences (Chebira et al., 2007). One of the main aspects to deeply under-
stand the function of a protein is the knowledge of its spatial distribution within the cell, known as subcellular location.

A cell is a complete functional biological unit with many different internal structures named organelles that perform various functions important to the cell’s survival. Cell phenotype image classification is a bio-imaging problem where an image representing a region of a cell containing a protein is given, and such image should be classified to its correct class (i.e. mitochondrion, Golgi complex, and so on).

According to a recent survey (Peng, 2008), the automated cell phenotype image classification problem can be categorized in the area of bioinformatics that is denoted as “bio-image informatics” and that comprises all the bioinformatics applications/problems which require various image data analysis and informatics techniques to extract, compare, search and manage the biological knowledge hidden inside the images. Due to the great complexity and information content in bioimages, such as the very high density of cells and their high resolution, the methods for automated cell phenotype image classification cannot simply reuse existing image analysis methods from the medical field, but requires the study of novel ad hoc techniques to analyze its complicated image objects.

Classifying protein subcellular patterns is important since the knowledge of the subcellular location of a protein is useful to understand its specific function and to describe the cell behavior under different conditions (Boland & Murphy, 2001). Moreover, the knowledge of the location of all proteins is crucial for several practical computational biology applications, ranging from early diagnosis of a disease to the design of high-throughput screening systems for drug discovery and monitoring of its therapeutic effectiveness, and to conduct experiments to determine the effect of various treatments on the synthesis and behavior of proteins within a cell.

The protein location changes are also an important factor in cancer. For example in (Glory et al., 2008) a new automated approach to identify cancer biomarkers is presented, which involves automated learning methods to compare subcellular location patterns between normal and cancerous tissues. The proteins whose locations were observed to change between cancerous and normal tissue are all candidates for potential biomarkers that could be used to diagnose or monitor cancer.

This chapter focuses on the study of machine learning techniques for cell phenotype image classification. Machine learning is a subset of the Pattern Recognition techniques where the parameters of a given approach (e.g. the parameters of an enhancement algorithm or of a neural network) are obtained analyzing a given dataset. Duin et al. (2002) have defined Pattern Recognition as: “the scientific discipline that studies theories and methods for designing machines that are able to recognize patterns in noisy data... Pattern recognition has an engineering nature as its final goal is the design of machines”. The main reason why machine learning methods should be used in this problem is that they can be employed to extract hidden relationships and correlations among the data.

In this chapter, after a short introduction concerning the basic problem definition and notation, a detailed review of the existing literature about automated methods for cell phenotype image classification is provided, by considering the most salient approaches proposed in the literature. A generic architecture of a Pattern Recognition System may be defined in five steps:

- Data Collection (input is obtained by a sensor, etc);
- Pre-Processing (noise filtering, illumination normalization, etc);
- Feature Extraction (identify the characteristics of the patterns);
- Classification (classify the data);
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