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Abstract

Starting with a review of some classical quantitative methods for modeling customer behavior in the brand choice situation, some new methods are explained which are based on recently developed techniques from data mining and artificial intelligence: boosting and/or stacking neural network models. The main advantage of these new methods is the gain in predictive performance that is often achieved, which in a marketing setting directly translates into increased reliability of expected market share estimates. The new models are applied to a well-known data set containing scanner data on liquid detergent purchases. The performance of the new models on this data set is compared with results from the marketing literature. Finally, the developed models are applied to some practical marketing issues such as predicting the effect of different pricing schemes upon market share.
Introduction

A classical topic in marketing is modeling brand choice. This amounts to setting up a predictive model for the following situation: to purchase a specific product available in k brands, a consumer or household chooses one of these brands; the prediction of this choice is based on a number of household characteristics (such as income), product factors (such as price) and situational factors (such as whether or not the product is on display at purchase time). In the past, numerous different models have been proposed for brand choice problems. The best known models are the conditional and multinomial logit models (Franses & Paap, 2001; McFadden, 1973).

During the last decade, methods from computational intelligence, such as neural networks, have been proposed as an alternative to these classical models (Hruschka, 1993; West, Brockett, & Golden, 1997). A recent contribution to the neural networks for brand choice literature is a paper by Vroomen, Franses, and van Nierop (2004) in which neural networks are used to model a two-stage brand choice process: first a household chooses a so-called consideration set (i.e., a sub-set of the available brands which are most interesting for the consumer), and then the household selects a brand from this consideration set (Roberts & Lattin, 1997).

Another line of research which became very popular during the last decade, both in the statistics and in the computational intelligence community, is the use of ensemble methods such as boosting, bagging and stacking (Hastie, Tibshirani, & Friedman, 2001; Rijthoven, 2004; Schwenk & Bengio, 2000; Tibshirani, Friedman, & Hastie, 2000). These methods work by building not one model for a particular problem, but a whole series (ensemble) of models. These models are subsequently combined to give the final model that is to be used. The main advantage of these ensemble techniques is the sometimes spectacular increase in predictive performance that can be achieved. The predictive performance of a marketing model is a crucial factor for its successful application, since an increase in prediction accuracy causes increased reliability of market share estimates, which may have a substantial effect on the expected turnover of competing firms. In marketing, ensemble methods are proposed in a forthcoming paper by two of the authors of this chapter (van Wezel & Potharst, 2005). Stacked neural networks for customer choice modeling were also applied in Hu and Tsoukalas (2003). The use of boosted neural networks in another application area (character recognition) is described in Schwenk and Bengio (2000).

In this chapter we will explain some of these ensemble methods (especially boosting and stacking) and use them by combining the results of a series of neural networks for a specific brand choice problem. All methods presented will be demonstrated on an existing set of scanner data which has been extensively analyzed in the marketing literature: the A.C. Nielsen household scanner panel data on purchases of liquid detergents in a Sioux Falls, South Dakota, market. This dataset contains 3,055 purchases concerning 400 households of six different brands of liquid detergent: Tide, Wisk, Eraplus, Surf, Solo and All. In addition, possible use of these methods by marketing managers is demonstrated in a special section on market share simulations.
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