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ABSTRACT

Interaction in modern human-computer interfaces is most intuitively initiated in an image-based way. Often images are the key components of an interface. However, too frequently, interfaces are still designed by computer scientists with no explicit education in the aesthetic design of interfaces and images. This article develops a well-defined system of criteria for the aesthetic design of images, motivated by principles of visual information processing by the human brain and by considerations of the visual arts. This theoretic disquisition establishes a framework for the evaluation of images in terms of aesthetics and it serves as a guideline for interface designers by giving them a collection of criteria at hand; how to deal with images in terms of aesthetics for the purpose of developing better user interfaces. The proposed criteria are exemplified by an analysis of the images of the web interfaces of four well known museums.

1. INTRODUCTION

Images are often the key components of user interfaces. Examples of such interfaces from several applications of augmented reality (i.e., geovisualization, navigation, maintenance, museum guides, etc.) are shown in Figures 1 and 2. Figure 1 shows an image of the environment which is augmented by data indicating a possible path for a boat.

One could be of the opinion that such a real-time navigation system has to show “just the image the camera captures”. But the interface
designer has to decide for the specification of numerous variables that determine how the captured image is presented in the user interface. To name but a few, she has to choose color space, contrast, dynamic range, spatial arrangement of the image components (e.g., the position of the horizon), depth of field, and focal length. Figure 2 shows an example for maintenance instructions for an engine. The previous statements hold true for this example, as well. Even in a case where some parameters of an image are user-controlled - as is the case for the maintenance example, where the viewing direction is user-controlled – the interface designer still has to control other image
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