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ABSTRACT

This paper highlights an integrated approach to solve the correlated multi-response optimization problem through a case study in submerged arc welding (SAW). The proposed approach has been presented to overcome different limitations and drawbacks of existing optimization techniques available in literature. Traditional Taguchi optimization technique is based under the assumption that quality responses are independent to each other; however, this assumption may not always be valid. A common trend in the solution of a multi-objective optimization problem is to convert these multi-objectives into an equivalent single objective function. While deriving this equivalent objective function, different weightage are assigned to different responses according to their relative priority. In this regard, it seems that no specific guideline is available for assigning individual response weighs. To avoid this, Principal Component Analysis (PCA) has been adopted to eliminate correlation among individual desirability values and to calculate uncorrelated quality indices that have been aggregated to calculate overall grey relational grade. This study combines PCA, Desirability Function (DF) approach, and grey relation theory to the entropy measurement technique. Finally, the Taguchi method has been used to derive optimal process environment capable of producing desired weld quality related to bead geometry.
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INTRODUCTION

Literature depicts that, there are different approaches to tackle simulation modeling, prediction and multi-objective optimization problems in various fields in production engineering. The common approaches include Response Surface Methodology (RSM), (Murugan & Gunaraj, 2005), Artificial Neural Network (ANN), Genetic Algorithm (GA), Fuzzy regression, (Wang & Jean, 2006) and Desirability Function (DF), (Asiabanpour et al., 2004; Wu, 2005).

Gunaraj and Murugan, October 2000; November 2000 developed a model using the five level factorial technique to relate the important process control variables—welding voltage, wire feed rate, welding speed and nozzle to plate distance—to a few important bead quality parameters—penetration, reinforcement, bead width, total volume of the weld bead and dilution. They highlighted quantitatively as well as graphically the main effect and interactive effect of the process control variables on important bead geometry parameters.

Kim et al. (2005) developed an intelligent system of artificial neural network in GMA welding process using MATLAB/SIMULINK software. Based on multiple regressions and neural network, the mathematical models were derived from extensive experiments with different welding parameters and complex geometrical features. Their developed system was capable of receiving the desired weld dimensions as input and selecting the optimal welding parameters as outputs. Kim et al., 2003 applied an intelligent system for the determination of welding parameters for each pass and welding position, for pipeline welding, based on one database and a finite element method (FEM) model, and on two back-propagation (BP) neural network models and a corrective neural network model (CNN).

Xue et al. (2005) reported the possibilities of the fuzzy regression method in modeling the bead width in the robotic arc-welding process. In their paper, they developed a model for proper prediction of the process variables for obtaining the optimal bead width. Sathiya et al. (2004) proposed a method to decide near optimal settings of the process parameters using Genetic Algorithm to optimize weld quality in friction welding. Correia et al. (2004) stated about the possibility of using Genetic Algorithm as a method to decide near-optimal parameter setting of a GMAW process.

In order to solve a multi-objective optimization problem, it is a common trend to convert multiple objectives into an equivalent single objective function. This can be assumed as the overall representative function which needs to be optimized finally. In most of the cases, a mathematical model is to be developed to represent relationship among the overall quality index and the process variables. In which, the overall quality index is represented as a function of process control parameters. This mathematical model is then optimized, within experimental domain. But the method has an inherent disadvantage. To develop an adequate model of statistical importance, enormous dataset is required, which results increase in experimentation cost and loss of considerable time. Moreover, in this case, the search domain is assumed as continuous. Therefore, it may so happen that, after optimization, the predicted optimal setting may not be accurately adjusted in the machine or setup. As a result, compromise has to be made to select a parameter setting, which is very close to the optimal setting. This drawback can be eliminated by Taguchi method (Unal & Dean, 1991; Rowlands et al., 2000; Antony & Antony, 2001; Maghsoodloo et al., 2004). This method is very efficient to search the optimal setting, within some discrete points in the experimental domain. These discrete points are nothing but the different factor settings, in the provision for adjusting factor values in the machine/setup. Another advantage of Taguchi method is that, it requires a limited number of experiments as dictated by Orthogonal Array (OA) design. However, traditional Taguchi method cannot solve multi-objective optimization problem. To avoid this shortcoming, it is...