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ABSTRACT

It will become increasingly popular that scientists in research institutes will make use of Grid computing resources for running computer simulations and managing data. Although there are some production Grids available, it is often the case that many organizations and research projects need to build their own Grids. However, building Grid infrastructure is not a trivial job as it involves sharing and managing heterogeneous computing and data resources across different organizations, and involves installing many specific software packages and various middleware. This can be quite complicated and time-consuming. Building a Grid infrastructure also requires good knowledge and understanding of distributed computing, parallel computing and Grid technologies. Apart from building physical Grid, how to build a user infrastructure that can facilitate the use of and easy access to these physical infrastructures is also a challenging task. In this chapter, the authors summarize some hands-on experience in building an institutional Grid infrastructure. They describe knowledge and experience obtained in the installations of Condor pools, PBS clusters, Globus Toolkit, and SRB (Storage Resource Broker) for computing Grid and data Grid. The authors also propose to use a User-Centered Design (UCD) approach to develop a Grid user infrastructure which can facilitate the use of the Grid to improve the usability.
INTRODUCTION

“Grid computing is an infrastructure that enables flexible, secure, coordinated resource sharing among dynamic collections of individuals, institutions and resources” (Foster, 2001). However, this description still does not give a concrete definition to Grid and people use the term “Grid” with different meanings.

For instance, the most widely used “Grid” refers to computing Grids. This type of Grid refers to the sharing of computer resources, such as High Performance Computing (HPC), High Throughput Computing (HTC), or Condor-like desktop Grids, over the Internet. It aims ultimately to turn the global network of computers into one vast resource of computing power. LHC Computing Grid (LCG), now called Enabling Grid for e-Science (EGEE) (http://www.eu-egee.org), is a typical computing Grid project. It integrates more than 60,000 processors all over the world for processing petabytes of data generated by the Large Hadron Collider (LHC) at CERN (Lamanna, 2004).

The second interpretation of “Grid” is a data Grid. This type of Grid aims to allow data discovery and data sharing easily between collaborators. One example is the NERC Data Grid (NDG) (http://ndg.badc.rl.ac.uk). It creates a data Grid through which data from several NERC projects is accessible. Another example is the Biomedical Informatics Research Network (BIRN) (http://www.nbirm.net). It is a biomedical science collaboration project within the USA. It consists of several projects on neuron-imaging of human neurological disorders and associated animal models.

The third interpretation of “Grid” is a collaborative Grid. This type of Grid tries to improve the communication between collaborators by using multiple participants video conferencing system and related applications. The Access Grid (AG) is an example. It provides such video conferencing along with other tools for sharing applications and data within a Virtual Organization (VO). A VO is a group of individuals or institutions who share the computing and other resources of a “Grid” for a common goal (Clery, 2006).

However, none of these single interpretations reflects the whole picture of the “Grid”. An ideal Grid infrastructure should provide the functions of the most important parts from three types of Grids: Computing Grids, Data Grids, and Collaborative Grids. Since there are several collaborative tools and they are relatively easy in terms of deployment, this chapter will focus on building up computing and data Grid.

It will become increasingly popular that scientists in research institutes will make use of Grid computing resources for running computer simulations and managing data, this involves building a Grid infrastructure. Although there are some existing production Grids, such as National Grid Services (NGS) (http://www.grid-support.org) in UK, EGEE in EU, or Open Science Grid (OSG) (http://www.opensciencegrid.org) in the USA, it is still often the case that many organizations and research projects need to build their own Grids due to various reasons. For example, there are some security and data policy issues which do not allow either computing or data resources to be shared with others, that a test Grid environment is required for testing configurations and running applications before migrating to productions sites, or building research project-specific Grid, etc. Apart from the physical Grid, a user-level infrastructure to facilitate the use of physical Grid also needs to be built.

In this chapter, we summarize some hands-on experience in building small-scale Grid infrastructure. As Grid infrastructure usually involves computing Grid and data Grid, we describe knowledge and experience obtained in installing Condor pools, PBS clusters, Globus Toolkit and SRB. We also introduce some job submission tools, and Grid monitoring and management tools. Furthermore, tools and technologies which can be employed in User-Centered Design (UCD) approach to develop a user-level infrastructure to facilitate the use of Grid are reviewed, and a case study is discussed.