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ABSTRACT

The aim and scope of this paper are the infusion of purposeful action by decision makers with an explicit understanding of analytical linear programming (LP) tools in order that the managers will implement strategic results correctly. The advances in computing software have brought LP tools to the desktop for a variety of applications to support managerial decision-making. However, it is already recognized that current LP tools do not answer the managerial questions satisfactorily. For instance, there is a costly difference between the mathematical and managerial interpretations of sensitivity analysis. The LP software packages provide sensitivity results about the optimality of a basis and not about the optimality of the values of the decision variables, and the shadow prices that are of interest to the manager. Society has developed the largest sensitivity region based on “optimal solution,” not that which “preserves the basis” that allows for simultaneous dependent/independent changes. The aim and results of this article are found further in the work.
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1. INTRODUCTION

Linear programming has been a fundamental topic in the development of managerial decision-making. The subject has its origins in the early work of Fourier (1820s) on attempting to solve systems of linear inequalities. However, it has to wait for the invention of the Standard Simplex Method.

There are also many diverse applications, and therefore many specialized solution algorithms have been developed. Hatami-Marbini and Tavana (2011) introduced a new method called the bounded dual simplex method for bounded fuzzy number linear programming problems which is useful for these situations. This algorithm constructs a dual feasible basic solution after obtaining a working basic and then moves towards attaining primal feasibility while maintaining dual feasibility throughout.
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1.1. Standard Simplex Method

Since World War II, linear programming (LP) has been used to solve small and large problems in almost all disciplines. The most popular solution algorithm is the Simplex method that is implemented in all LP software packages.

The simplex algorithm can be considered as a sub-gradient directional method, jumping from an initial feasible vertex to a neighboring vertex of feasible region until it arrives at an optimal vertex (if any). To start the algorithm, if it is needed, one must create an equivalent LP problem to satisfy its “Standard form requirement.” When the manager obtains the simplex optimal solution, then the manager has to interpret and to transform the final solution of the algorithm to obtain the optimal solution in terms of the original model, including the variables. This may not be an easy task. Moreover, solving LP problems in which some constraints are in (≥) or (=) form with non-negative right-hand side (RHS) has raised difficulties. One version of the simplex, known as the two-phase method, introduces an artificial objective function, which is the sum of artificial variables (Arsham 1997). Another version adds the penalty terms, which are the sum of artificial variables with very large, positive coefficients. The latter approach is known as the Big-M method (Arsham, 2006, 2007). Understanding the intuitive notion of Standard-form, artificial variables, and Big-M, may require a greater mathematical sophistication from most students/managers. The simplex methods have to iterate through many infeasible vertices to reach an initial feasible vertex.

Using the dual simplex method has its own difficulties. For example, when some coefficients in the objective function are not dual feasible, one must introduce an artificial constraint. Handling equality (=) constraints by the dual simplex method is tedious because of introduction of two new variables for each equality constraint: one extraneous slack variable and one surplus variable. Also, one may not be able to remove some equality (=) constraints by elimination at the outset, as this may violate the non-negativity condition introduced when constructing the “standard form.”

1.2. Warnings on Using LP Software Packages

Unfortunately, the widely used LINDO LP software does not provide any direct warnings about the existence of multiple solutions nor degenerate optimal solution. Clearly, the final report on sensitivity analysis is not valid in these cases, Lin (2010).

Numerous recent laments that OR/MS has lost its problem solving origins are reviewed. This study verifies these claims by examining popular introductory OR/MS textbooks, and finds that they are overwhelmingly devoted to OR algorithms rather than the problem solving process.

Coverage of the complete development cycle from problem observation modeling through complete implementation must serve as the “backbone” of the course. In a broader context, even research reported in professional journals tends to report the solutions to problems, rather than the problem solving for the managers strategic decision making that he needs to understand.

Sometimes one gets a surprise result in implementing LINDO. For example solving:

\[
\begin{align*}
\text{Minimize} & \quad 18X_1 + 10X_2 \\
\text{Subject to} & \quad 12X_1 + 10X_2 \geq 120,000, \quad 12X_1 + 10X_2 \leq 150,000, \quad X_1 \geq 0, \quad X_2 \geq 0120,000,
\end{align*}
\]
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