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ABSTRACT

Context Awareness is the task of inferring contextual data acquired through sensors present in the environment. ‘Context’ encompasses all knowledge bounded by a scope and includes attributes of machines and users. A general context aware system is composed of context gathering and context inference modules. This paper proposes a Context Inference Engine (CiE) that classifies the current context as one of several recorded context activities. The engine follows a distance measure based classification approach with standard deviation based ranks to identify likely activities. The paper presents the algorithm and some the results of the context classification process.
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1. INTRODUCTION

Context Aware Systems provide smart service adaptation based on the state of the devices as well as the human users present in the environment. The core of the context aware system is an inference engine. The task of this engine is to recognize activity and situations based on the supplied contextual data. The context is viewed as a state composed of variables at this level. A state is a description of an activity. An activity may be composed of a number of distinct states describing the same activity.

CiE is designed to identify which activity does the current state belong to? A number of approaches have been proposed in the literature including Rule Based Approaches (RBA) and Classification Based Approaches (CBA) as a means to implement context inference engine.

Section 2 covers the inference issues in context aware systems. Section 3 presents the CiE Algorithm and Section 4 evaluates the proposed algorithm and shows the test results. The paper concludes in Section 5.

2. CONTEXT INFERENCE APPROACHES IN LITERATURE

The first generation context aware systems were designed as applications that considered spatial and temporal factors as the context of the system (Schilit, Hilbert, & Trevor, 2002; Want, Hopper,
The design of a context aware system following a rule based technique though considered efficient lacks flexibility in terms of learning new rules and situations. Moreover, the strain on the developer to introduce new rules and modify them in different software engineering phases is high. Context aware systems are thus restricted to the quantity of the rules developed by the engineer.

To provide learning capability in the context aware system, some researchers have proposed context recognition processing as the alternative to the inference task (Korpipaa, Mantyjarvi, Kela, Keranen, & Malm, 2003; Mayrhofer, 2004; Blum, 2005; Brdiczka, Crowley, & Reignier, 2007; Yuan & Wu, 2008). The context aware system recognizes the current situation and proposes appropriate actions as suggested by the developer. Use of supervised learning has provided encouraging results in context recognition (Korpipaa, Mantyjarvi, Kela, Keranen, & Malm, 2003; Brdiczka, Crowley, & Reignier, 2007). The researchers following the context recognition generally agree on the distance being the criterion for similarity among different contextual situations (Mayrhofer, 2004; Brdiczka, Crowley, & Reignier, 2007; Yuan & Wu, 2008). The similarities in context highlight the importance of contextual conflicts that may arise in dynamic situations. Priorities have been proposed as a general remedy to resolve conflicts (Mayrhofer, 2004; Shin & Woo, 2005).

### 2.1. RBA

Most of the systems have a rule based context inference component (Chen, Finin, & Joshi, 2003; Mahmud, Iltaf, Rehman, & Kamran, 2007; Gu, Pung, & Zhang, 2004; Fahy & Clarke, 2004; Loke, 2010; Guo, Gao, Ma, Li, & Huang, 2008; Lee, Choi, & Elmarsi, 2009; Cao, Lamma, Hou, & Jarke, 2008; Riboni & Bettini, 2011; Bernini, Micucci, & Tisato, 2010; Barbosa & Andrade, 2009; Ye, Stevenson, & Dobson, 2011). These systems are simple to construct and allow the developer to create first order logic based rules that are fired when activated. RBA provides a fast mapping between perception and its action. They are also suitably represented in the form of set theory, state machines and ambient calculus (Ranganathan & Campbell, 2008). RBA have fast response time but exhibit slower performance for large rule sets (Wei & Chan, in press; Pantsar-Syvandiemi, Simula, & Ovaska, 2010). Moreover, uncertainty cannot be addressed through rules unless fuzzy rules are employed (Korpipaa, Mäntyjärvi, Kela, Keranen, & Malm, 2003; Ghadiri, Baraandiastjerdi, Ghasem-aghaee, & Nematabakhsh, 2011). Though RBA has been a widely adopted inference technique, it still lacks the learning factor that is the basis of classification based algorithms. RBA can support probabilistic techniques in addition to rule (Bulfoni et al., 2008; Feng, Teng, & Tan, 2009).

### 2.2. CBA

In classification based inference the problem of context awareness is reduced to the problem of identifying which situation or activity the current context belongs to Mayrhofer (2004), Blum (2005), Brdiczka, Crowley, and Reignier (2007), Yuan and Wu (2008), Dargie (2009), Vladoiu and Constantinescu (2011), Perttunen, Kleek, Lassila, and Riekki (2009), and Könönen, Mäntyjärvi, Similä, Pärkkä, and Ernes (2010). Current context is gathered from the sensors
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