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ABSTRACT

The purpose is to effectively manage the financial market, comprehensively assess personal credit, 
and reduce the risk of financial enterprises. Given the systemic risk problem caused by the lack of 
credit scoring in the existing financial market, a credit scoring model is put forward based on the deep 
learning network. The proposed model uses RNN (recurrent neural network) and BRNN (bidirectional 
recurrent neural network) to avoid the limitations of shallow models. Afterward, to optimize path 
analysis, bionic optimization algorithms are introduced, and an integrated deep learning model is 
proposed. Finally, a financial credit risk management system using the integrated deep learning model 
is proposed. The probability of default or overdue customers is predicted through verification on three 
real credit data sets, thus realizing the credit risk management for credit customers.
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INTRoDUCTIoN

The collapse of the Bretton Woods system has created a lasting influence on international financial 
markets that have become extremely volatile under accelerating economic globalization (Nikulin & 
Pekhterev, 2021). In such a financial environment, enterprises, financial institutions, and individual 
investors might have to bear various unprecedented risks (Nosan, 2019), which seriously harms the 
healthy development of the national economy and global financial markets (Olivier & Lieven, 2019). 
In particular, the 2008 subprime mortgage crisis has featured the bankruptcy of numerous enterprises 
and huge losses of financial institutions (Soares et al., 2021). Worse still, without a global financial 
regulation system, the international financial market is becoming ever more complicated (Thomas, 
2017). Generally, enterprises, financial institutions, and individual investors utilize effective risk 
prediction models to analyze financial data and avert risks (Ouyang et al., 2021). Compared with 
manual analysis, model prediction is more objective and can interpret financial data from multiple 
angles, avoiding potential systematic risks (Zhou, 2017). Therefore, the study of the financial market 
risk management system plays an important role in ensuring the stability of the national financial 
market.
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Initially, the variance-based risk management system is used for the financial market, which 
considers the return surplus over the average into risk management and takes the average return as the 
benchmark (Sun, 2021); although the average deviation is considered in the model, it is not suitable 
to predict small probability events (Ma et al., 2020). Later, the Value at Risk (VaR) model comes 
into being, which can effectively control the portfolio risks under the same number of securities 
(Elena, 2019); still, this model is unstable and highly dependent on product types (Hee & Christian, 
2021). Afterward, the Coherentmeasure of Risk (COR) model is proposed, which has shown great 
practical significance in the determination of capital and portfolio of banks (Veryzhenko, 2021); 
yet, this model has presented low-linearization ability because of high dimensionality and complex 
calculation (Dolfin, 2019). Recently, a new risk management model is proposed based on deep learning. 
Deep learning learns the inherent laws and representation features of sample data and uses them to 
interpret text, image, and sound data. Deep learning aims to intellectualize machines with the same 
analytical and learning ability as humans to recognize various data (Pang et al., 2019), which is a 
complex machine learning algorithm and is extremely effective in speech and image recognition. At 
present, the risk management model based on deep learning has shown many advantages, such as 
powerful calculation, good adaptability, strong learning ability, and wide coverage, as well as high 
prediction accuracy and wide application. Although the application of deep learning algorithms in 
financial risk management has been matured, there are still many problems (Valeriane & Wolfgang, 
2020). Therefore, the study of financial credit risk management systems based on deep learning has 
important research value for promoting the development of the financial industry.

This paper aims to solve the application problems of deep learning in financial risk management. 
Given the insufficient credit scoring of the financial market, the background is introduced for the 
financial market risk management system, and some common deep learning algorithms are analyzed. 
Thereupon, the deep learning Bidirectional Recurrent Neural Network (BRNN) algorithm is introduced 
and used to implement the proposed model. In a BRNN, the output layer can get information both from 
past (backward) and future (forward) states simultaneously, thereby well-supplementing the absence 
of a feedforward neural network. Afterward, the BRNN algorithm is optimized by the bionic Particle 
Swarm Optimization (PSO) algorithm with simple operation and fast convergence speed to overcome 
the shortcomings, such as complex structure, slow convergence speed, and incomplete path analysis. 
Further, the AdaBound optimization algorithm is used to optimize the proposed BRNN model to 
avoid an extreme learning rate. Finally, the integrated financial market risk management system based 
on deep learning and the bionic algorithm is constructed, and the parameters and performance of 
the system are analyzed. The aim is to build a financial credit risk management system with higher 
accuracy than the latest research model. A case analysis further proves the effectiveness of the 
proposed model. Innovatively, the bionic algorithm is introduced into the risk management system. 
By combining the features of the bionic algorithm and deep learning algorithm, a model with faster 
convergence speed is implemented to process financial data efficiently. The research results are of great 
significance to reduce financial risks and improve the efficiency of financial market management. The 
proposal provides a reference for the combination of deep learning technology and bionic algorithm to 
address financial problems. This paper combines deep learning technology and the bionic algorithm 
to make up for their shortcomings in the field of financial market risk management and improve the 
convergence speed of the financial market risk management model. By comparing the performance 
in and between the single and integrated deep learning models, this paper deduces that integrated 
learning can improve classification accuracy and model generalization. Then, by analyzing the 
optimization results of different optimization algorithms under different data sets, it concludes that 
integrated learning can improve classification accuracy and model performance. Finally, it is proved 
that the accuracy of the financial credit risk management system based on the proposed integrated 
deep learning model is improved compared with other risk management systems in the latest research.
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LITERATURE REVIEw

As presented in Figure 1, the core part of this paper is the model implementation and the results of 
empirical analysis. The main structure includes the introduction, research status, model implementation, 
empirical analysis results, and conclusions. The research status and model construction provide a 
theoretical basis for the results and conclusions, and the empirical analysis results provide data 
support for the conclusions. The second part is the theoretical support of this paper, which mainly 
introduces the research status of financial market risk management system, the application status of 
deep learning in the financial industry, and the current situation of financial market risk management 
based on deep learning and bionic algorithm.

Financial Market Risk Management System
Viktoriya et al. (2019) argued that financial risk management was an act of managing the potential risks 
of the financial market and protecting the economic value of enterprises through financial instruments 
(Viktoriya et al., 2019). Qiu (2021) constructed the enterprise risk management system through the 

Figure 1. Research frame diagram
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VaR method by analyzing the data of different enterprises from 2012 to 2016. The results showed 
that enterprise risk management was positively correlated with financial performance (Qiu, 2021). 
Tiwari et al. (2021) found that new financial instruments (deep learning, big data processing, and 
VAR model) could reduce the risk level but might also have some negative effects on the activities 
of financial market participants (Tiwari et al., 2021). Cox & Lowrie (2021) improved the accuracy 
of financial risk management through Neural Network (NN) measurement and analysis model and 
provided a theoretical basis for financial risk management (Cox & Lowrie, 2021). Kassi et al. (2019) 
analyzed financial risks based on return on assets, return on equity, and profit margin and found 
that different market risk management methods had a significant negative impact on the company’s 
financial performance, while return on liabilities and stock turnover damaged the performance of non-
financial companies (Kassi et al., 2019). Licia (2021) proposed an Internet Supply Chain Financing 
(SCF) credit risk management system based on data science. The model had a good piecewise fit 
for financial risk management and Supply Chain Management (SCM) under the Internet financial 
mode and high data evaluation accuracy (Licia, 2021). Yang et al. (2020) put forward an econometric 
analysis model of the financial market based on high-frequency data, which introduced two dimensions: 
government supervision and market free supervision. Research showed that the proposed method 
had good processing efficiency (Yang et al., 2020).

Application of Deep Learning in Finance
Deep learning has made many achievements in search technology, data mining, machine learning, 
Machine Translation (MT), Natural Language Processing (NLP), multimedia learning, speech 
recognition, and personalized recommendation technology, among others. Deep learning enables 
machines to imitate human activities. For example, Yang et al. (2021) found that deep learning 
could empower machines with vision, hearing, and thinking to solve complex pattern recognition 
problems to promote the development of Artificial Intelligence (AI) technology (Yang et al., 2021). 
The application of deep learning in the financial field has been matured. For example, Guo et al. 
(2019) built the stock selection model using the Convolutional Neural Network (CNN) for factor 
extraction, in which RNN was used for stock price prediction, and Long Short-Term Memory (LSTM) 
and RNN were combined for price regression or market trend classification (Guo et al., 2019). The 
deep learning algorithm can modify the model parameters autonomously, thus shortening the training 
time, optimizing the overall performance of the network, and improving the network generalization 
ability. Qian & Olsen (2020) implemented the Ensem model by integrating the nonlinear deep learning 
for time series prediction based on NN, Support Vector Regression (SVR) machine, and extreme 
value optimization algorithm (Qian & Olsen, 2020). Sha et al. (2020) proposed an innovative method 
and constructed a financial market risk management system based on AI. The financial portfolio 
of the system had high application value and was suitable for the existing financial market risk 
management (Sha et al., 2020). Bachute & Subhedar (2021) constructed a new biological heuristic 
meta start method by combining the metaheuristic method with the deep learning model to realize the 
Spatio-temporal prediction of financial products (Bachute & Subhedar, 2021). At present, the typical 
application of deep learning in the field of financial risk is the loss-sequence based deep learning 
model, which adapts the VaR algorithm and has higher accuracy than the traditional algorithms, and 
the performance has been verified through the bank risk monitoring and management system based 
on this model. Still, the traditional modeling methods for financial risk management have difficulty 
in mining complex data features or accurately reflecting such features as the financial cycle and easily 
ignores factors like economic development, actors’ expectations, policy changes, and psychological 
changes, thereby lowering financial risks predictability. Besides, the traditional modeling methods 
rely heavily on researchers’ subjective design and lack objectivity. For example, traditional linear 
methods often require strong linear assumptions, while traditional machine learning methods cannot 
efficiently process noise signals. These problems restrict the accurate analysis and prediction of 
financial market data (Liu et al., 2021).
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Summary of Previous Research
To sum up, the existing scholars mostly adopt statistical and simple machine learning methods 
in financial market risk management. Although machine learning methods can solve simple and 
unconstrained problems, according to the research of Akber et al. (2021) and Flammer and Ioannou 
(2021), it is not suitable to address complex dimensional data or massive amounts of data (Akber et 
al., 2021; Flammer & Ioannou, 2021). By contrast, the deep learning method can learn independently, 
and simplify the classification and prediction problems through dimension reduction. Yet, the research 
of Sun & Li (2021) showed that in the actual application in financial market risk management, deep 
learning still faced some problems that hindered its further popularization, such as insufficient credit 
scoring, incomplete path analysis, extreme learning rate (Sun & Li, 2021). Given these deficiencies, 
this paper introduces corresponding optimization algorithms and verifies the effectiveness of the 
proposed algorithm through data analysis, including the BRNN for insufficient credit scoring and PSO 
algorithm to optimize the path analysis, as well as the AdaBound algorithm to improve the learning 
efficiency by reducing the learning rate. Finally, the integrated financial market risk management 
system based on deep learning and the bionic algorithm is constructed. The effectiveness of the 
constructed model is further proved through case analysis.

METHoDoLoGy

The methodology section is the core of this paper. This section will build a deep learning model and 
optimize the bionic algorithm model. Thereupon, an integrated risk management model based on 
deep learning and the bionic algorithm is implemented. Finally, the parameters and performance of 
the model are analyzed with an example.

Construction of Deep Learning Model
Deep learning shows high prediction accuracy in practice, through which the underlying data 
patterns can be obtained. Thus, deep learning can better handle large and high-dimensional datasets. 
Meanwhile, the deep learning model is easier to update given new data, and the hidden layers of the 
deep learning model significantly reduce the feature engineering. Hence, deep learning is the latest 
technology suitable for computer vision, MT, emotion analysis, and speech recognition (Chen et al., 
2020). Deep learning mainly features strong learning ability and significant processing effect, which 
enhance its popularity. Currently, most existing credit scoring models are implemented with shallow 
structures, so deep learning is innovatively introduced into the credit scoring model, and the RNN 
model and BRNN are used for credit scoring. RNN and BRNN can share parameters, memorize 
data information through the network, learn sequential nonlinear features efficiently, and are widely 
used in NLP and computer vision, speech recognition, MT, and text classification (Hassib et al., 
2018). Under this inspiration, the RNN and BRNN are applied to the credit scoring model, in which 
customer credit behaviors are taken as a sequence, and each credit feature is taken as a vector. Since 
the deep learning model has enough hidden layers and strong feature learning ability, the RNN and 
BRNN can be used in memory networks, and network loss can be reduced by summing up the loss 
functions at all moments, thus ensuring a high credit scoring accuracy. Additionally, BRNN is the 
superposition of two single-directional RNNs, avoiding the limitation of a regular RNN. BRNN can 
excavate the potential relationship between each credit data more deeply by associating forward and 
backward states and improve the prediction accuracy based on the customer’s overall credit data. 
Figure 2 shows the network structure of a single-layer BRNN.

The output of the forward state is not connected to the input of the backward state. At time t, the 
hidden layer h

t1
 of the forward RNN and the hidden layer h

t2
 of the backward RNN can be expressed 

as in Eqs. (1) and (2), respectively.
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h f Ux wh
t i t1 1
= + −( )  (1)

h f Ux wh
t i t2 1
= +( )

+
 (2)

In (1) and (2), x
i
 denotes the input value, h

t−1  stands for the previous hidden layer, h
t+1

 represents 
the next hidden layer, and w is the weight size. The prediction output y

t
 of the single-layer BRNN 

can be expressed as in Eq. (3).

y soft x Vh
t i t
= +max(g(V ))

+1
 (3)

Deep BRNN refers to a BRNN network with more than two hidden layers. A multi-layer network 
is used for every input, so the network has stronger expression ability and learning ability but also 
higher complexity (Zhou et al., 2021). At time t, the hidden layer can be expressed as in Eq. (4).

h f Uh h
t t t
= + −( )ω

1
 (4)

The ith hidden layer at time t can be expressed as in Eq. (5).

h f Uh h
t t t
= +( )ω

+1
 (5)

If the deep BRNN has L hidden layers, then the final prediction output can be expressed in Eq. (6).

Figure 2. Network structure of a single-layer BRNN
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y soft h Vh
t t t
= +max(g(V ))

+1
 (6)

The BRNN is trained through a time backpropagation algorithm, which is essentially a Gradient 
Descent (GD) method. It iteratively searches for better points along the negative gradient direction of 
parameters to be optimized until the algorithm is converged. The specific structure is shown in Figure 3.

Model optimization with Bionic Algorithms
Subsequently, the AdaBound bionic algorithm is introduced to optimize the proposed BRNN 
model in path analysis (Tang et al., 2021). Compared with the Stochastic Gradient Descent (SGD) 
algorithm, the adaptive optimization method has weak generalization, and an extreme learning rate 
will lead to poor performance (Shi et al., 2020). Therefore, there is a need to construct a more suitable 
algorithm that can combine the advantages of adaptive optimization and the SGD algorithms with 
fast initialization and convergence, as well as good generalization. The AdaBound bionic algorithm 
is similar to the adaptive optimization method (Adam Optimization algorithm) in its early training 
stage; in the learning rate update phase, the learning rate is first trimmed and controlled within a 
dynamic change; as the time step increases, the upper and lower boundaries get closer, and, finally, 
converge to a fixed value; at this time, the learning rate is also fixed, and the AdaBound algorithm 
is transformed into an SGD algorithm (Liang et al. 2021). AdaBound algorithm avoids extreme 

Figure 3. Network structure of double-layer BRNN
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learning rates through trimming and boundary control. In the early stage of training, it is similar to 
the Adam algorithm and shows a very fast initialization. With the convergence of the learning rate, 
the AdaBound algorithm gradually and smoothly turns into an SGD algorithm in the late stage of 
training and shows good generalization. The specific process is shown in Figure 4.

Figure 4 indicates that the model optimization process of the bionic algorithm consists of several 
parts, including index input, the decay rate calculation, the parameter initialization, and the termination 
condition. If the termination condition is satisfied, the parameters are directly updated and output; 
otherwise, a small number of samples are selected to update the matrix. Finally, the learning rate 
of the algorithm is trimmed to update the parameters and output. The core step of the process is the 
trimming control when the learning rate is updated. The AdaBound algorithm used here maintains 
a stable learning rate range by trimming and boundary control.

Integrated Financial Risk Management System
The parallel integration method is adopted for the integrated financial risk management system, 
which combines the results of different base classifiers. There is no strong dependence among the 
base classifiers, and each base classifier learns parallelly to generate an independent model. The 
final result is obtained through the combined scores of each base classifier. The integrated financial 
risk management system is constructed following five steps: data preprocessing, construction of a 
single classification model, evaluation of a single classification model, construction of an integrated 
classification model, and evaluation of the integrated classification model. Evaluation indexes are used 
to measure the performance of the classifier, as well as the performance of the single classification 
model, and the first three single classification models with the highest scores are selected to implement 
the integrated classification model. The score calculation of a single classification model is shown 
in Figure 4. The calculation of the Total-score reads:

Total score X
i i

i

k

− =
=
∑ω
1

 (7)

In (7), Xi represents the evaluation index of the ith classifier, and wi stands for the corresponding 
weight.

Figure 5 illustrates the prediction results of the eXtreme Gradient Boosting (XGBoost), Logistic 
Regression (LR) classifier, Dense Trajectory (DT), K-Nearest Neighbor (KNN) classification, 
Support Vector Machine (SVM), Linear Discriminant Analysis (LDA), Random Forest (RF), RNN, 
and BRNN algorithms. The algorithm performance is evaluated from the Area Under Curve (AUC), 
Adaptive Cruise Control (ACC), and F-score. Finally, the comprehensive performance of the single 
classification model and the integrated classification model is presented.

According to the characteristics of the dataset and practical experience, the weight of each 
classifier evaluation index is set as Eq. (8).

ω ω ω ω ω
AUC ACC F score T T
: : : : . : . : . : . : .− = − −

1 2
0 5 0 3 0 2 0 3 0 2  (8)

In (8), wn represents the weight of different indexes. After evaluation, the single classification 
models are combined into seven integrated classification models, and then the performance of the 
seven integrated classification models is compared following the evaluation indexes, as shown in 
Figure 6. The experimental dataset is divided into the test set and the training set with a ratio of 2:8. 
The results of 10 experiments are averaged to obtain the final experimental result.
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The algorithms involved in Figure 6 are consistent with those in Figure 5. The integrated financial 
risk management system includes the BRNN, as well as the training set processing, parameter 
normalization, missing value processing, and dataset initialization.

Figure 4. Model optimization process using bionic algorithms
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Parameters and Performance Analysis

(1)  Data sources. The experimental financial dataset is taken from the University of California Irvine 
(UCI) machine learning database of Australia, Germany, and Japan (Crivello et al., 2021). The 
specific sample information is shown in Table 1. First, the sample data are preprocessed, the 
missing feature is assigned with 0, and dummy variables are defined to replace the attributes of 
classification categories with 1, 2, and 3 respectively. Finally, the data are normalized.

(2)  Parameter setting. Different datasets are set with different parameters, as shown in Table 2. Gbtree 
is chosen as the classifier, the learning rate is set to 0.03, the node weight in the training set is 
0.1, the maximum depth is 3, the proportion of random sampling is 0.7, and the proportion of 
feature selection is 0.8. The number of CNN neurons is set differently for different datasets, Tanh 

Figure 5. Credit scoring flowchart of the single classification model
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is used for the hidden layer of the activation function, and SoftMax is used as the output layer. 
All comparable models use the same dataset as the proposed integrated deep learning model.

(3)  Performance analysis. Model performance evaluation can be transformed into a binary 
classification problem using the confusion matrix (QuezadaTéllez et al., 2021). Table 3 shows 
the confusion matrix, TP is the true positive proportion, namely, the proportion of accurately 
predicted positive samples in the real samples, and TN is the true negative proportion, namely, the 
proportion of accurately predicted negative samples in the real samples. FP is the false-positive 
proportion, namely, the proportion of positively predicted negative samples in the real samples, 
and FN is the false negative proportion or the proportion of negatively predicted positive samples 
in the real samples.

Figure 6. Integrated financial risk management system

Table 1. Sample dataset information

Dataset Samples number Features number Positive sample 
number

Negative sample 
number

Australia 720 12 318 394

Germany 1103 18 702 324

Japan 685 16 313 375
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The main evaluation indexes: AUC is the area under Receiver Operating Characteristic (ROC) curve, 
and the higher its value, the better the classification effect. ACC is the proportion of correctly predicted 
samples in the total sample. Precision (Pre) represents the proportion of real positive samples in the 
predicted positive samples. Type I error (T1) is the proportion of real negative samples predicted 
as positive samples in all real negative samples. Type II error (T2) stands for the proportion of real 
positive samples predicted as negative samples in all real positive samples. F-score is a comprehensive 
index based on precision and recall: the closer F-score is to 1, the better the classification effect is. 
The specific calculation reads:

ACC
TP TN

TP TN FP FN
=

+
+ + +

 (9)

Pre
TP

TP FP
=

+
 (10)

T
FP

FP TN
1=

+
 (11)

Table 2. Parameter settings

Parameters Setting Parameters Setting

Classifier Gbtree Number of hidden layer 
neurons

8/15/8

Classification learning 
rate 0.03 Number of hidden layers 3/4/3

Node weight 0.1 Convolution LR 0.001

Maximum depth 3 Batch size 552/800/552

Random sampling ratio 0.7 Iteration times 3000/4000/3000

Feature ratio 0.8 Neuron loss rate 0.3

Table 3. Confusion matrix

Prediction results

Real situation

Positive samples Negative samples

Positive samples True Positive Proportion (TP) False Negative Proportion 
(FN)

Negative samples False Positive Proportion (FP) True Negative Proportion 
(TN)
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T
FN

TP FN
2 =

+
 (12)

F
pre TPR

pre TPR
-score=

2× ×
+

 (13)

The training samples are randomly selected. The software and hardware environments are 
configured with a Windows 10 64-bit operating system, a 16G RAM, the TensorFlow framework 
based on Python 3.6, and an Intel Core (TM) i5-3337U CPU with a frequency of 1.8GHz.

ANALySIS oF EMPIRICAL RESULTS

The results are the empirical research results of the model based on deep learning and bionic algorithm, 
including the performance comparison of different deep learning models under different data sets, 
the performance comparison of different integrated deep learning models, the optimization results of 
the bionic algorithm on different deep learning models, and the application effect of integrated deep 
learning model. This section provides data support for the conclusion (Shen et al., 2019).

Performance Comparison of Deep Learning Models
Figures 7a-7c show the performance indexes of different single model algorithms on the three datasets 
of Australia, Germany, and Japan. Apparently, the F-scores of LR, XGBoost, and BRNN are better 
in the Australian data set, and the XGBoost model shows the highest AUC of 0.9384; the LR model 
presents the highest F-score of 0.8557, and the BRNN model has the lowest T1 rate of 0.0965. In 
the German dataset, LR, XGBoost, and BRNN have better classification effects; the XGBoost shows 
the highest AUC of 0.8049, as well as the highest accuracy of 0.7750. For the Japanese dataset, LR, 
XGBoost, and BRNN perform better; the XGBoost presents the highest AUC of 0.9307.

In Figure 7, the X-axis represents the algorithm category, the left Y-axis indicates the specific 
calculation method category, and the right Y-axis denotes the comprehensive performance parameter. 
Figures 8A-8C display the comprehensive performance of single model performance on different 
datasets. In the Australian dataset, XGBoost and BRNN have the highest comprehensive performance, 
reaching 0.83, followed by LR, with 0.82. In the German data set, the BRNN shows the highest 
comprehensive performance (0.63), followed by the LR model (0.62-0.63), and the comprehensive 
performance of XGBoost is 0.62, ranking third. In the Japanese dataset, the BRNN model presents the 
highest comprehensive performance, reaching 0.83, followed by the XGBoost model, and the third is 
the LR model with a comprehensive performance of 0.82. Thus, the comprehensive performance of 
LR, XGBoost, and BRNN is better than that of other models on each dataset. Therefore, these three 
models are combined heterogeneously.

In Figure 8, the X-axis indicates the algorithm type, and the Y-axis represents the comprehensive 
performance parameter.

Performance Comparison of Integrated Deep Learning Models
In Figure 9, the X-axis represents the performance index of different integrated classification models 
on different datasets, and Y-axis denotes the types of integrated classification algorithms. Figures 
8A-8C demonstrate the performance indexes of different integrated classification models on different 
datasets. For the Australian dataset, the BRNN + LR + XGBoost model has the highest AUC of 
0.9574, the highest accuracy of 0.8993, the lowest T1 rate of 0.0842, and the highest F-score of 0.8871. 
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Figure 7a. Performance of single classification model on different datasets

Figure 7b. Performance of single classification model on different datasets
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Figure 7c. Performance of single classification model on different datasets

Figure 8a. Comprehensive performance of single classification model on different datasets
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Figure 8b. Comprehensive performance of single classification model on different datasets

Figure 8c. Comprehensive performance of single classification model on different datasets
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Figure 9a. Performance indexes of different integrated classification models on different datasets

Figure 9b. Performance indexes of different integrated classification models on different datasets
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Figure 9c. Performance indexes of different integrated classification models on different datasets

Figure 10a. BRNN model optimization results of different algorithms with different datasets
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Figure 10b. BRNN model optimization results of different algorithms with different datasets

Figure 10c. BRNN model optimization results of different algorithms with different datasets
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For the German dataset, the BRNN + LR + XGBoost model shows the best classification effect and 
performance; the highest AUC is 0.8374, the highest accuracy is 0.7750, the highest precision is 
0.8190, the lowest T1 rate is 0.4553, and the highest F-score is 0.8510. For the Japanese dataset, the 
BRNN + LR + XGBoost model has the best performance, with an AUC of 0.9491, an accuracy of 
0.8876, and an F-score of 0.8773. The results prove that integrated learning can improve classification 
accuracy and model generalization.

optimization Results of the Bionic Algorithms on Different Deep Learning Models
Figures 10a-10c illustrate the optimization results of different optimization algorithms with different 
datasets. For the Australian dataset, the Adam algorithm has the fastest initial progress, the fastest 
convergence speed, and the smallest training loss, SGD algorithm has the slowest convergence speed 
and the largest training loss, and AdaBound algorithm has the fastest convergence speed, a smooth 
curve, and the smallest training loss. For the German dataset, the adaptive optimization methods 
perform better. The initial progress of the Adam and AdaGrad algorithm is faster, while the convergence 
speed of the SGD algorithm and Momentum algorithm is slower, and the training loss is larger. For 
the Japanese dataset, the Adam algorithm has the fastest convergence speed and less training loss. The 
Momentum algorithm and the SGD algorithm have a slower convergence speed, and the AdaBound 
algorithm and the AmsBound algorithm have faster convergence speed and smooth curve.

In Figure 10, the X-axis represents the convergence speed of the algorithm, and the Y-axis indicates 
the number of training. Figures 11a-11c show the performance of BRNN with different optimization 
algorithms under different datasets. Under the Australian dataset, the highest accuracy of the BRNN 
model optimized by the SGD algorithm is 0.8723, and the BRNN model optimized by AmsBound 
and AdaBound algorithms performs better. Under the German dataset, the AdaBound algorithm 
has the highest AUC (0.8101), the SGD model has the highest accuracy (0.78), and the AdaBound 
algorithm has the highest F-score. For Japanese datasets, the BRNN model optimized by the SGD 
algorithm, AmsBound algorithm, and AdaBound algorithm has a better classification effect. Thus, 
the AdaBound algorithm combines the advantages of the Adam algorithm and the SGD algorithm; 
it has a fast convergence speed, is insensitive to hyperparameters, and has good convergence and 
generalization. The optimized BRNN model achieves more accurate and reliable classification results 
on three datasets. In Figure 11, the X-axis represents the algorithm type, the left Y-axis indicates 
the optimization algorithm, and the right Y-axis denotes the performance of different optimization 
algorithms on different datasets.

In Figure 12, the lower X-axis represents the algorithm type, the upper X-axis denotes the 
model performance, and the Y-axis indicates the optimization algorithm. Figures 12a-12c show 
the performance of the integrated BRNN + LR + XGBoost model optimized by different bionic 
optimization algorithms on three datasets. Obviously, the F-scores of the integrated deep learning 
model optimized by SGD, AmsBound, and AdaBound algorithms are better. Overall, in each dataset 
experiment, the performance of the proposed deep learning model is the best. Besides, under the same 
optimization algorithm, the classification effect of the integrated model BRNN + LR + XGBoost is 
significantly better than that of a single BRNN, proving that the integrated learning can improve the 
classification accuracy and model performance.

Application of Integrated Deep Learning Model
Figures A-C illustrate the performance results of different algorithm models under three different 
datasets. The financial risk management model in the latest research works are selected, in which 
CF-GA-Ens and EBCA-PSO-RF + XGBoost models are integrated models based on the original 
single models without using the deep learning method. Apparently, under three different datasets, 
compared with models without a deep learning method, the performance of the proposed integrated 
deep learning model is significantly improved, and the integrated model optimized by the AdaBound 
algorithm has achieved better classification results. The average AUC, the accuracy, and the F-score 
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of the proposed integrated deep learning model have been increased by 3.1%, 2.3%, and 2.2%, 
respectively. Hence, deep learning improves the performance of the proposed model. Although the 
learning rate has been limited by the AdaBound algorithm, the dynamic boundary can avoid extreme 
values, thereby improving the model performance. In Figure 13, X-axis represents the type of model, 
and Y-axis indicates the performance of different models under different datasets.

Figure 11a. Performance of BRNN under different optimization algorithms
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Figure 11b. Performance of BRNN under different optimization algorithms

Figure 11c. Performance of BRNN under different optimization algorithms
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Figure 12a. Performance of the integrated BRNN + LR + XGBoost under different optimization algorithms

Figure 12b. Performance of the integrated BRNN + LR + XGBoost under different optimization algorithms
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Figure 12c. Performance of the integrated BRNN + LR + XGBoost under different optimization algorithms

Figure 13a.
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Figure 13b.

Figure 13c.
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DISCUSSIoN

Therefore, the AdaBound algorithm introduced in this experiment has fast initialization progress, fast 
convergence speed, and excellent generalization. Specifically, it is similar to the adaptive optimization 
method at the early training stage. The experimental results of the performance index of different 
integrated classification models on different datasets show that integrated learning can improve 
classification accuracy and model generalization. For Australian, German, and Japanese datasets, the 
AdaBound algorithm combines the advantages of the Adam algorithm and the SGD algorithm and 
shows fast convergence, insensitivity to hyperparameters, and good generalization. The optimized 
BRNN model has achieved more accurate and reliable classification results on the three datasets. 
Under the same optimization algorithm, the classification effect of integrated model BRNN + LR + 
XGBoost is significantly better than a single BRNN model, thus proving that integrated learning can 
improve classification accuracy and model performance. Under three different datasets, compared 
with the model without a deep learning method, the performance of the proposed integrated deep 
learning model is significantly improved, and the integrated model optimized by the AdaBound 
algorithm achieves better classification results.

CoNCLUSIoN

Based on the analysis of the existing financial market problems, the deep learning BRNN model is 
introduced to solve the insufficient credit scoring in the financial market. Then, the BRNN model is 
optimized by the bionic PSO algorithm and the AdaBound algorithm. Afterward, an integrated deep 
learning model is proposed based on the BRNN algorithm, bionic PSO algorithm, and AdaBound 
algorithm. Consequently, a financial market risk management system is constructed using the proposed 
integrated deep learning model, which provides a new reference for the related research of financial 
market risk management. The proposed model can converge faster and optimize different training stages 
through the bionic algorithm. Compared with the single deep learning model, the performance of the 
integrated deep learning model has greatly improved. Compared with the risk management system in 
the latest research, the accuracy of the constructed financial credit risk management system based on 
the integrated deep learning model is increased by 2.3%, and the comprehensive evaluation results 
are also significantly improved. Although a risk management system is constructed for the financial 
market, there are still some shortcomings. Firstly, the financial data have not been pretreated with 
equalization. Besides, only the influence of hyperparameters is considered for model performance, 
while not all the parameters are optimized. In the future, big data analysis algorithms can be used 
to optimize all the parameters to solve the existing problems in financial market risk management.
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