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ABSTRACT

Tongue image recognition is a traditional Chinese medicine diagnosis method, which uses the 
shape, color, and texture of the tongue to judge the health of the human body. With the rapid 
development of artificial intelligence technology, the application of artificial intelligence in the 
field of tongue recognition has been widely considered. Based on the intelligent analysis of tongue 
diagnosis in traditional Chinese medicine, this paper reviews the application progress of artificial 
intelligence in tongue image recognition in recent years and analyzes its potential and challenges 
in this field. Firstly, this paper introduces three steps of tongue image recognition, including 
tongue image acquisition, tongue image preprocessing, and tongue image feature analysis. The 
application of traditional methods and artificial intelligence methods in the whole process of tongue 
image recognition is reviewed, especially the tongue body segmentation, and the advantages and 
disadvantages of convolutional neural networks are analyzed and compared. Artificial intelligence 
can use technologies such as deep learning and computer vision to automatically analyze and 
extract features from tongue images. By constructing a tongue image recognition model, tongue 
shape, color, texture, and other features can be accurately recognized and quantitatively analyzed. 
Finally, this paper summarizes the problems existing in artificial intelligence in tongue image 
recognition and looks forward to the future developmental direction of this field. It can promote 
the modernization of TCM diagnostic methods, achieve early disease screening and prevention, 
personalized medicine and treatment optimization, and support medical research and knowledge 
accumulation. However, there is still a need for further validation and practice, with a focus on 
patient privacy and data security.

KeywoRdS
AI, Deep Learning, Image Segmentation, Machine Learning, Tongue Diagnosis



International Journal of Software Science and Computational Intelligence
Volume 15 • Issue 1

2

1. INTRodUCTIoN

In the thousands of years of Chinese history, traditional Chinese medicine has formed its systematic 
branch of culture. Traditional Chinese medicine believes that the changes in tongue color, coating, and 
quality can reflect the rise and fall of Qi and blood, the deficiency and reality of viscera, the nature 
of the disease, and the depth of disease. Tongue diagnosis, as an important dialectical diagnosis and 
treatment method of traditional Chinese medicine, has been well inherited in China. It is convenient, 
fast, and low cost, and does not require expensive medical equipment to assist in diagnosis. It is not 
affected by personal emotions. In the past, the doctor macroscopic observation and the analysis of 
individual experiences considered patients with illness, but its shortcomings are obvious. Every 
doctor among individuals vary in medical level and clinical experience. The lack of quantification 
of tongue diagnosis standard is subject to the influence of environmental factors, such as different 
light conditions, different viewing angle, etc. To the naked eye, disease recognition accuracy is not 
high. It also increases the fatigue of individual doctors’ vision and other problems, which very easily 
causes the wrong diagnosis of patients. The consequences of the wrong diagnosis will undoubtedly 
lead to loss of life and property.

Artificial intelligence (AI) (Xu, 2013) is a discipline that records, accumulates, reproduces, 
and uses knowledge by simulating human beings. The application of artificial intelligence in tongue 
diagnosis can overcome the limitation of doctors’ observation of tongue images with the naked eye, 
and realize the precision and digitalization of traditional Chinese medicine (TCM) diagnosis. AI has 
continuously improved the accuracy of tongue image analysis instruments, and the changes in tongue 
image are related to diseases. Some tongue images are difficult to distinguish by the naked eye. The 
comprehensive use of an artificial intelligence system combined with TCM tongue diagnosis can 
also analyze complex and hidden diseases, reducing the rate of misdiagnosis and miss diagnosis. 
Therefore, it will be an important modernization development of TCM diagnosis and treatment to make 
good use of artificial intelligence and establish an intelligent diagnosis and decision support system 
with TCM characteristics, and to provide a powerful objective basis for the diagnosis, treatment, and 
prognosis of diseases (Bhatnagar & Bansod, 2022; Wan & Chin, 2021).

Tongue diagnosis based on a machine learning algorithm has been applied to many diseases, such 
as diabetes (Fan et al., 2021), stomach trouble (Yuan et al., 2023), appendicitis (Pang et al., 2005), 
etc. (Chung et al., 2022; Lee et al., 2016a; Lo et al., 2015; Park et al., 2022; Wu et al., 2018). Jiang 
et al. (2012) demonstrated that visual signatures of the microbiome in tongue coatings reflect health 
status, specifically GI disorders. Han et al. (2016) suggested that tongue diagnosis based on images 
analyzing tongue features, tongue color, and tongue coating could provide a potential screening and 
early diagnosis method for cancer. Lo et al. (2013) reported significant differences between breast 
cancer patients and healthy subjects in tongue characteristics such as the amount of tongue hair in the 
spleen and stomach region, the largest area covered by tongue coating, thin tongue coating, number 
of tooth marks, red points, and red points in the spleen and stomach region. In addition, associations 
of tongue color, tongue coating, and sublingual vessels with risk factors and clinical characteristics 
in patients with ischemic stroke have been reported (He et al., 2016).

Tongue image processing is a key step in digital tongue diagnosis. It includes image correction, 
image noise reduction, tongue body segmentation, and tongue coating segmentation (Li et al., 2022). 
The intellectualized process analysis diagram of tongue diagnosis is shown in Figure 1. Firstly, to 
determine the acquisition standard in the standard acquisition environment, the use of a digital 
camera and other shooting equipment to collect tongue images will be transferred to the computer. 
Secondly, the tongue is labeled. Then the tongue is segmented from the image and the segmented 
tongue is separated from the moss. Finally, the separated tongue body and tongue coating are classified 
respectively and an intelligent tongue diagnosis system is formed. To meet the high computational and 
low latency requirements of edge computing for remote smart tongue diagnostic modeling, Zhang et 
al. (2021) introduced a similar data transfer strategy to effectively transfer the necessary knowledge 
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and overcome the shortage of clinical tongue images. The network is then pruned while preserving 
mobility in domain adaptation to generate a simplified structure. Finally, a compact model combining 
two sparse networks is designed to match limited edge devices.

Tongue image acquisition is mainly affected by the acquisition environment and acquisition 
equipment. Among them, light condition is an important factor along with the existing tongue image 
acquisition analyzer, such as Four Diagnostic Instruments of Traditional Chinese Medicine (DS01-
series) (Duan et al., 2018), TDA-1 tongue imager (Zhang et al., 2017), etc. These devices are large 
in size, high in cost, not convenient, and not suitable for complex acquisition environments, which 
restricts the development of remote diagnosis and treatment cloud services. Therefore, tongue image 
acquisition in the future should be developed in the direction of convenience, speed, and efficiency.

Tongue image processing is the key step in digital tongue diagnosis, which includes image 
correction, image noise reduction, tongue body segmentation, tongue coating segmentation, and 
other preprocessing (Mukai et al., 2022). Artificial intelligence plays a major role in this step. Tongue 
body segmentation is essentially image segmentation. Many traditional image segmentation methods 
have been applied to tongue image segmentation, such as the threshold method and region-based 
segmentation method. With the continuous application of deep learning in medicine, a variety of new 
segmentation methods and representative semantic segmentation networks have been developed, such 
as convolutional neural network (CNN) (Krizhevsky et al., 2017), fully convolutional neural network 
(FCN) (Long et al., 2015), VGGNet (Simonyan & Zisserman, 2014), GoogleNet (Szegedy et al., 
2015), ResNet (He et al., 2016), DenseNet (Huang et al., 2017), U-Net (Ronneberger et al., 2015), 
etc. The above-segmented networks can also be combined by optimization. For example, Zhuang 
et al. (2022), based on the artificial intelligence framework of deep learning convolutional neural 
network, applied ResNet34 to the dataset to automatically extract image features and realize tongue 
image classification. In addition, they also applied the VGG16 network framework to the dataset 
to compare the classification model and classification effect. The method they used improved the 
accuracy of the tooth mark recognition model by more than 10%. In the latest report, Li et al. (2022) 
constructed an “end-to-end” deep learning network for intelligent analysis of tongue images based 
on TCM tongue diagnosis images. The tongue target region in the original image is segmented by 
the U-Net tongue segmentation model at the front of the network. After segmentation, the feature 
vectors of the tongue target region were extracted by the ResNet network, and then the blood pressure 
on the day of shooting was fused with the feature vectors extracted by the ResNet network by the 
method of convolution operation to complete the data sets of two tongue features and fused features. 
U-Net tongue segmentation model combined with ResNet network can realize automatic extraction of 
tongue image features. The extracted features combined with machine learning modeling can be used 
to explore the complex hierarchical mathematical associations between tongue images and clinical 
data. The experimental results show that the multi-modal data fusion method is an important way to 
explore the clinical value of tongue images in TCM. In the latest study by Zhang et al. (2022), U-Net 

Figure 1. Intelligent analysis model of tongue diagnosis in traditional Chinese medicine
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was used as the model skeleton, while ResNet18 introduced residual network as the feature extraction 
layer of the U-Net encoding path to improve the sensitivity of feature mapping to output changes and 
improve tongue segmentation accuracy. A tongue image segmentation model UrNet (U-Net-Resnet18), 
including encoding and decoding, was constructed to achieve rough segmentation of the tongue. 
On this basis, superpixel features are added to optimize the process of coarse segmentation results. 
Subsequent experiments confirm that SpurNet (UrNet+ superpixel) (Figure 2) can effectively solve the 
problems of poor margin segmentation, over-segmentation, and under-segmentation of background.

This paper will take the intelligent analysis steps of TCM tongue diagnosis as the clue, analyze 
the research status of the steps one by one, and the research progress of the design to the application 
of artificial intelligence. Its structure is as follows: The first part introduces the research progress of 
tongue image acquisition in official selection and equipment. The second part focuses on analyzing 
the theory and research progress of tongue image processing and comparing the advantages and 
disadvantages of various methods. The third part mainly explains the methods of different tongue 
characteristics, and the characteristics of tongue diagnosis combined with traditional Chinese medicine 
are explained. Finally, we summarize the success and problems of artificial intelligence in tongue 
image recognition and make a prospect about the future.

2. ToNGUe IMAGe ACQUISITIoN

In the process of tongue image acquisition, the following is considered: the tongue extension 
posture, the internal factors of different subjects’ diet and exercise, as well as the external factors 
of different acquisition equipment (digital camera, lens), and various light sources. How to 
effectively avoid the interference of the above factors to capture clear and real tongue images is 
the focus of this kind of research.

2.1 Choices of the Light Source
Tongue image acquisition involves the design of light source and optical path, the selection of color 
card and algorithm for color correction, and the verification of tongue image color consistency. Tongue 
image acquisition devices in the 1990s were mainly used for tongue image color measurement, which 
involved using physical methods, or the use of some material characteristics, tongue image color 
measurement, such as tongue plate color measurement method, fluorescence spectrum analysis color 
measurement method, spectrophotometric color measurement method, spectral spectrophotometry. 
Standardized tongue image acquisition is more conducive to reducing unnecessary interference in 
subsequent processing and improving the accuracy of tongue image recognition. The acquisition light 
source can be divided into two kinds. One is natural light, which has the advantages of a continuous 
spectrum, uniform illumination, simplicity, and practicality. In this case, the color temperature and 
brightness are greatly influenced by the environment, which brings uncertain factors to tongue image 

Figure 2. SpurNet framework (H. Zhang et al., 2022)
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acquisition. The second is an artificial light source. The artificial light source is less affected by 
the external environment, but it also has some shortcomings, such as single spectral discontinuity, 
uneven illumination, and complicated equipment. For instance, Yamamoto et al. (2010) proposed 
a hyperspectral imaging system consisting of an integrating sphere, an artificial solar lamp, and a 
hyperspectral camera for regional image analysis of tongue color spectra. The system automatically 
examines the uncoated tongue and quantifies the spectral factors of the uncoated tongue, coated 
tongue, lips, and perioral region. In the study by Qi et al. (2016), a LED illuminator at 6447 K with 
a color rendering index CIE Ra of 98 and 2413 lx was placed in the middle of a telescopic cylinder 
to obtain the color features of the tongue images.

2.2 development of Acquisition equipment
As the media of tongue image acquisition, tongue imager needs to collect the real information of 
tongue diagnosis objectively. At present, the tongue imager mainly combines the RGB color model 
with digital technology to realize the quantitative analysis and recognition of the color and shape of 
tongue and tongue coating. Representative products include the DS01 series Daosheng Four diagnostic 
instrument jointly developed by Shanghai Daosheng Tang and Shanghai University of Traditional 
Chinese Medicine, TDA-1 tongue image instrument jointly developed by Shanghai University of 
Traditional Chinese Medicine, and YM-iii series tongue image data measuring instrument jointly 
developed by Tianjin Medical University and Tianjin University. The characteristics of several tongue 
image instruments are compared in Table 1.

With the development of computer technology, tongue image acquisition devices have been further 
studied, the functions of tongue image processing and analysis have been increased, the acquisition 
and storage of tongue image have been realized, and the color correction and subsequent processing 
and analysis can be carried out. With the development of mobile devices, tongue image acquisition 
devices are also developing in the direction of miniaturization, portability, and intelligence.

3. ToNGUe IMAGe PRoCeSSING

Tongue diagnosis in traditional Chinese medicine is combined with artificial intelligence. With 
artificial intelligence as the medium, tongue images with real information are collected by equipment 
and processed. To make the subsequent tongue image recognition more complex and practical, 
the collected images after tongue image processing should be able to objectively reflect the real 

Table 1. Several types of tongue image instruments and their characteristics

Types Characteristics

DS01
Series
(Luo et al., 
2020)

DS01-A Mainly evaluates the changes of focal inflammatory response in the stomach indirectly by 
objectively detecting parameters of tongue image.

DS01-B Performs computer-assisted tongue diagnosis to analyze characteristic parameters and 
preliminarily screen high-risk groups.

DS01-C
Paid attention to 12 characteristics of the tongue – such as tooth marks, red tongue edge and tip, 
and tongue coating color – and combined with the research results to determine the characteristics 
of the lesions and severity of the disease.

TDA1 (J. Huang et al., 2018) Mainly used to quantify the characteristics of tongue quality, tongue coating color, shape, and 
texture, and to explore the parameters of tongue diagnosis in specific diseases.

YM-III (B. Wang et al., 2019)
Focuses on tongue color, moss color, moss quality, tongue shape, and other parameters, which are 
quantified according to the scoring system to assist the diagnosis. This is mainly used for coronary 
heart disease and hyperuricemia.

XM-SX-III
A combination of data mining technology and machine vision technology. It is suitable for the 
auxiliary analysis of the doctor’s tongue diagnosis and has a wide range of applications. This is 
one of the more advanced tongue instrument representatives at present.
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information of the real tongue, such as color, shape, state, tooth marks, cracks, and so on, to make a 
correct and reasonable diagnosis of patients combined with the traditional Chinese medicine tongue 
diagnosis. Therefore, tongue image processing is the most critical step in the intellectualization of 
tongue diagnosis in traditional Chinese medicine, and it is also the key content discussed in this paper.

3.1 Image Correction
When using a digital camera to collect tongue information, will not only be affected by the external 
acquisition environment, but its image generated by the RGB color space information also will be 
affected by the camera device inside the sensor type and chip rendering algorithm. The influence of 
these collections will lead to the tongue pictures on some color distortion, and negative influence 
on the back of the research. To eliminate these effects, researchers designed tongue image color 
correction algorithms to correct the collected color information. Zhuo et al. (2014) proposed a tongue 
image color correction algorithm based on simulated annealing (SA) -Genetic algorithm (GA) -back 
propagation (BP) neural network.

The methods used in the objective acquisition of clinical tongue images have evolved from 
digital cameras to self-developed devices. In the early stage, most of the tongue image information 
was captured by high imaging digital cameras. However, the disadvantage is that the acquisition 
environment has high requirements, such as acquisition angle and lighting conditions, which makes 
the collected images lack unified standards (Han et al., 2018). Therefore, researchers acquire tongue 
images through self-developed acquisition equipment. Liu et al. used a hyperspectral tongue imager 
instead of a digital camera to capture tongue images (Li et al., 2010; Li & Liu, 2009); Liu et al. 
(2011) also proposed a hyperspectral imaging system, which uses spectral acousto-optic tunable 
filters and spectral adapters to collect reflectance data and measure and analyze the reflection 
spectrum of the human tongue with a high spatial resolution for the detection of tongue tumors. 
Lu et al. (2020) proposed a two-stage deep color correction network method. In the first stage, a 
deep color correction network was designed to simulate the mapping between images captured 
under standard lighting conditions and objective chromaticity values of the target. The second 
stage provides flexible color adjustment options to accommodate different work environments and 
physicians’ subjective preferences for visually perceived color appearance. The results obtained in 
both stages have satisfactory perceptual adaptation.

3.2 Image Noise Reduction
At present, more and more medical universities and pharmaceutical companies begin to explore 
the development route of TCM tongue diagnosis combined with computer science and technology, 
and a series of scientific research achievements have been achieved (Guangyu et al., 2021; Li 
et al., 2017a; Selvaraju et al., 2017; Tang et al., 2018; Wang & Zhao, 2000). Medical image is 
inevitably affected by noise in the process of storage or signal transmission, resulting in the loss of 
image details, which then affects the subsequent image processing effect and clinical application. 
To eliminate noise in images, researchers have proposed many denoising methods, such as linear 
algorithms such as Gaussian, Wiener filter, and mean filter, and nonlinear algorithms such as 
bilateral filter, median filter, and wavelet filter. In the process of image storage or transmission, 
due to the influence of noise, the original details of the image will be lost, affecting the subsequent 
analysis of image features, so it is necessary to carry out denoising processing to obtain a clear 
image with obvious features (Thakur et al., 2021).

Some traditional denoising methods are shown in Figure 3. Linear filtering can suppress Gaussian 
noise well, but it has inherent defects, that is, it cannot protect image details well, blurring the edges 
and structure of the image, and destroying the original image information. Nonlinear filtering is better 
than linear filtering in the treatment of salt and pepper noise, but it is not good in the treatment of 
Gaussian noise. Therefore, linear filtering or nonlinear filtering cannot be used to denoise images. 
To this end, many researchers have proposed improved methods.
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3.3 Tongue Body Segmentation
The tongue image collected by the device includes not only the tongue body but also some non-
tongue parts such as teeth, lips, and even the face, which will cause interference to the tongue image 
analysis by the computer. For better and more accurate tongue image analysis, an accurate and efficient 
segmentation method is needed to segment the tongue body. In other words, tongue segmentation 
refers to the extraction of the tongue part from the collected image. Its purpose is to simplify or 
change the representation form of the tongue image and make it easier to analyze the tongue image. 
The essence of tongue image segmentation is an image segmentation task, which assigns a specific 
label to each pixel in the image. The pixel set with the same label in the image has the same visual 
features, such as brightness, texture, and color.

The tongue body is similar to the background color, which affects the later computer judgment, 
and the workload of manual matting is huge, so the research of tongue image segmentation 
technology is also the key technology of tongue image information preprocessing. Traditional tongue 
segmentation methods include region-based segmentation, threshold-based segmentation, and so on. 
With the development and utilization of deep learning, a variety of image segmentation methods 
have been applied to tongue segmentation, such as convolutional neural networks, fully convolutional 
neural network, VGGNet, GoogleNet, etc. The use of a semantic segmentation network in tongue 
image segmentation greatly promotes the accuracy of tongue image recognition. The tongue image 
segmentation method based on deep learning has more accurate results compared with traditional 
methods. However, the generalization performance of the above methods is weak. When the test data 
and training data come from different data distributions, additional data annotation is usually required 
for the new data to reduce the loss of performance.

3.3.1 Traditional Segmentation Method

3.3.1.1 Region-Based Segmentation Method
The region-based segmentation method is to segment along the boundary of different regions, mainly 
including watershed and boundary detection. The segmentation method based on edge detection is 

Figure 3. Traditional denoising methods
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also easily disturbed by noise. Because of this, it is difficult to accurately segment the image with 
complex boundaries, yet it is easy to divide different small areas into the same parts.

The active contour model (ACM) (Zhang et al., 2006), also known as the Snakes model, is the 
most widely used method in tongue image segmentation. The algorithm initializes a contour and 
puts forward an energy function that expresses both internal energy and external energy to constrain 
the contour. When the energy function reaches the minimum value, the position of the curve is the 
contour of the target. The active contour model is based on the initial target contour and can optimize 
the contour position by calculating the energy function. However, this kind of method is sensitive 
to the initial contour, and the energy function is a non-convex function, which is easy to achieve the 
local optimum, and it cannot fit the very depressed part of the contour.

The image is divided into different parts according to the similarity criteria (such as color, texture, 
etc.). According to the starting point and growing direction of the algorithm, it can be divided into 
two methods: region-based growing and region-based splitting and merging. This method is relatively 
simple, but it is sensitive to noise and the segmentation speed is slow when a target region is too large. 
Wu et al. (Li et al., 2009) reported that the tongue image was segmented by brightness enhancement 
processing, which determined the difference between the tongue area and the surrounding area. The 
difference was combined with the image roughness to realize the tongue image segmentation.

There is also a tongue segmentation method based on an adaptive threshold in region recognition. 
This method divides the tongue image data into several image subblocks and obtains the optimal 
threshold of each word block by iterative calculation. Then, it forms a matrix according to the 
optimal threshold of each subblock, which is used to segment the tongue image (Li & Wei, 2011). 
The region recognition method uses the common characteristics of the pixel data in the tongue image 
and combines with some machine learning algorithms to realize the segmentation of the tongue body, 
which provides support for the early research on the objectification of tongue diagnosis. However, 
due to its poor segmentation accuracy and automation, the above methods have rarely been used in 
the related work of tongue diagnosis objectification.

The variable image segmentation model of two-dimensional images was first proposed by Kass 
et al. (1988), whose principle is to use energy pan-function minimization to gradually approach 
the true boundary of the target image, which is called the Snake model according to its dynamic 
characteristics. Guo et al. (2017) used the K-means clustering algorithm to set the initial edge in the 
Snake model, thereby realizing the automatic recognition of the tongue target region based on Snake. 
Compared with the above traditional image recognition methods, the Snake model has improved 
in both accuracy and stability and is still one of the important tongue segmentation methods in the 
objectification research of tongue diagnosis (Zhang et al., 2006). The shortcoming of this model is 
that the initial edge needs to be set in advance or automatically combined with other algorithms, 
which leads to the decrease of the automation degree and the segmentation speed of the model to 
a certain extent. It is sensitive to a local minimum and easy to fall into local extremum. During the 
minimization of contour energy, small features are easily ignored, and the accuracy depends on the 
convergence strategy.

In the process of segmentation, traditional image recognition methods are easily affected by 
environmental light factors, which leads to the deviation of the tongue image feature analysis from the 
actual situation. In addition, the tongue color is often too similar to the facial tissue color, resulting 
in insufficient segmentation boundary accuracy.
3.3.1.2 Thresholding-Based Segmentation Method
The threshold method is the most basic method of tongue image segmentation. According to the 
difference between tongue color and background color, the appropriate threshold is selected to extract 
the tongue region from the image. The key to threshold method is the selection of threshold, simple 
calculation, high operation efficiency, and can quickly get the segmentation result of the tongue body. 
However, this kind of method is sensitive to image noise and is affected by too many external factors, 
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so it is difficult to select an appropriate threshold (Jian-Qiang et al., 2008; Zhang & Qin, 2010). It is 
difficult to effectively segment the tongue body from the original image using the threshold method 
because the color of the region outside the tongue body in the tongue image is very close to the tongue 
color and the threshold method cannot distinguish the foreground and background of the tongue body.

Zhao et al. (1999) introduced the HIS model into mathematical morphology and transformed 
the color RGB tongue image into HIS space. Since the H component could better present bimodal 
property, the H component was binarized according to the threshold value of the gray histogram. 
Then, the maximum target area is preserved by clustering in the target area. Finally, the edges of the 
tongue body are detected according to the corrosion or growth operation in mathematical morphology, 
and the regions within the edges are filled to obtain the mentioned tongue body.

3.3.2 Deep Learning
Deep learning is a branch of machine learning that emphasizes the use of multiple levels of data 
abstraction. Deep learning is not a new technology; its concept originated from artificial neural 
networks. In essence, it refers to an effective training method for neural networks with deep structure. 
Deep learning combines low-level features to form more abstract high-level representation attribute 
categories or features to find distributed feature representations of data (Stoecklein et al., 2017). The 
motivation for deep learning is to build a neural network that simulates the human brain for analytical 
learning. It mimics the way the human brain interprets data, such as images, sounds, and text. In 
addition, it can automatically abstract and extract low, medium, and high-level features directly from 
the original tongue image for end-to-end composition (Kajikawa et al., 2019; Stoecklein et al., 2017; 
Yoo & Oh, 2018). Combining traditional Chinese medicine theory with deep learning technology 
and constructing a neural network model to analyze tongue images not only provides a new idea for 
computer-aided tongue diagnosis but also improves the modernization and automation level of disease 
diagnosis. Semantic segmentation is a kind of image recognition task. By establishing category labels 
with real meanings, pixels are accurately classified into the labels to which their meanings belong, 
allowing them to realize image recognition (Wang et al., 2020).

In the early stage, the task of semantic segmentation mainly relies on machine learning algorithms, 
among which support vector machine (Yang et al., 2012), conditional random field (Kumar & Hebert, 
2003), Random Forest (Zhang, 2017), and other models are widely used. After the emergence of 
deep learning technology, FCNN (Long et al., 2015), UNet (Ronneberger et al., 2015), ResNet (He 
et al., 2016), and other algorithm models have been widely used for image recognition applications 
in a variety of complex environments. In recent years, with the development of computer hardware 
technology, model architectures based on deep learning are constantly updated. The emergence of new 
network architectures, such as Deeplab V3 (Chen et al., 2017), makes deep learning more prominent 
in semantic segmentation and expands the application scope of deep learning. In addition, there are 
many new network architectures, but due to the lack of space, we will focus on the common neural 
network architectures.
3.3.2.1 CNN
A convolutional neural network is one of the most representative models in deep learning, and its 
structure can be regarded as a branch of an artificial neural network. Based on the artificial neural 
network, the basic architecture adds two parts: the convolutional layer and the pooling layer. A 
convolutional neural network is widely used in the field of machine vision, and its performance is 
outstanding in the learning of image, video, audio, and other data forms. The basic principle involves 
using matrix convolution operation to filter the image data and reduce the dimensions to extract data 
features, and then use neural networks for data classification and recognition. The main architecture 
of the convolutional neural network is composed of five parts, which are successively divided into the 
input layer, convolutional layer, pooling layer, fully connected layer, and output layer (see Figure 4).
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Convolutional neural networks are widely used in image processing problems, such as image 
classification and object segmentation, and have recently also been applied to natural language 
processing and speech processing. It can effectively reduce the dimensionality of large data images into 
small data images. At that time, the bottleneck of image processing technology was that the amount 
of data needing to be processed was too large, which not only required a lot of cost but also had low 
efficiency. Can effectively retain the image features, in line with the principle of image processing, 
so that the original image features can be retained in the process of image digitalization and improve 
the accuracy of image processing.
3.3.2.2 VGGNet
Proposed by the Visual Geometry Group at Oxford University, VGGNet (Simonyan & Zisserman, 
2014) improves AlexNet by replacing large, kernel-size filters with multiple 3*3 kernel-size filters (Hu 
et al., 2021). For a given receptive field, multiple nonlinear layers increase the depth of the network, 
so multiple stacked kernels with smaller sizes are better than kernels with larger sizes. More complex 
features can be learned at a lower cost (Simonyan & Zisserman, 2014).
3.3.2.3 FCN
FCN (Long et al., 2015) is another milestone for CNN in the field of image classification. By marking each 
pixel of the target object with the correct semantic type, the target object can be accurately segmented. 
FCN has become a framework model for image semantic segmentation. Devconv Net and Seg Net are 
developed based on this framework. The difference between FCN and CNN is that FCN replaces the 
last series of convolutional layers with fully connected layers, but the size of the convolution kernel is 
N *1*1. In this way, compared with CNN, only the structure of network parameters is changed, but the 
weight parameters in the network are not changed. At the same time, FCN generally adopts transfer 
learning to reuse and transform the pre-trained image classification model.
3.3.2.4 GoogleNet
GoogleNet (Szegedy et al., 2015) focused on how to build deeper network structures and introduced 
a new basic structure, the Inception module (see Figure 5), to increase the width of the network. 
Google Network V1 is deeper than Alex Net or VGGNet, but it has less computational power than 
Alex Net and far better accuracy than Alex Net, which is a very practical model. GoogleNet V1 
reduces fewer parameters but works well for the following reasons: First, it removes the final fully 
connected layer and replaces it with a global average pooling layer, which makes the model training 
faster and reduces overfitting. In addition, the initial module improves the utilization of parameters.

Deep networks are often more difficult to train as the number of layers increases. As some 
networks begin to converge, they may also have degradation problems that cause accuracy to saturate 
rapidly. The deeper the level, the higher the error rate. More surprisingly, the higher error rate caused 

Figure 4. Convolutional neural network structure diagram (Gu et al., 2018)
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by this degradation is not overfitting, but the addition of more layers. To solve the degradation 
problem, a deep residual learning framework is proposed, which can successfully train hundreds of 
residual networks. In contrast to ordinary neural networks, residual networks introduce cross-layer 
connections or shortcut connections to construct residual modules (see Figure 6).
3.3.2.5 ResNet
ResNet, proposed by He et al. (2016), Microsoft Research, is the champion of ImageNet2015. It is more 
powerful than the traditional CNN in depth and accuracy by letting the network learn the residuals. 

Figure 5. Inception module with dimensionality reduction from the googlenet architecture (Li et al., 2021)

Figure 6. Residual block from the ResNet architecture (Li et al., 2021)
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The ResNet structure is designed with 8 modules, which are successively connected from the input 
layer to a convolution layer, and then to the Contlock1-4 modules. At the end of the Contlock4 output 
connection network, the modules are pooled at an average rate of 11 to retain more coding information. 
Traditional convolutional neural networks always encounter the problem of gradient disappearance 
or degradation when the network is deep. The biggest improvement of residual networks is that the 
identity mapping layer is added to the network structure, which makes the network not degenerate 
with the increase of depth, not easy to overfit, and has a good convergence effect. Figure 7 shows 
the ResNet-34 network structure.
3.3.2.6 DenseNet
DenseNet (Huang et al., 2017) is a convolutional neural network with dense links, as shown in Figure 
8. In DenseNet, each layer is connected to every other layer in a feedforward manner. There is a direct 
link between any two layers, that is to say the input of each layer of the network is the union of the 
output of all previous layers. Compared with traditional convolutional networks, it can effectively 
alleviate the problem of gradient disappearance, strengthen feature propagation, and enhance feature 
reuse through such dense links. In addition, the number of parameters can be greatly reduced because 
there is no need to relearn redundant feature maps.
3.3.2.7 U-Net
The U-Net (Ronneberger et al., 2015) tongue segmentation network model is a deep learning 
network model composed of 11 “convolutional pool” layers (Figure 9(a)). Semantic segmentation 

Figure 7. ResNet-34 structure (Li et al., 2022)

Figure 8. A 5-layer dense block with a growth rate of k=4. Each layer takes all preceding feature maps as input (Huang et al., 2017).
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Figure 9. The 3D U-Net architecture. Blue boxes represent feature maps. The number of channels is denoted above each feature 
map. (a) U-Net network structure, (b) GCR module and BR module, and (c) Improved U-Net network structure (Li et al., 2021).
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test results show that the average intersection ratio (MIoU) of the proposed model is 91% and 
the pixel accuracy (PA) is 93%.

U-Net has good performance in medical image segmentation and is superior to other codec 
structure networks in small target segmentation performance. Therefore, the U-Net network is selected 
as the main segmentation model for Chinese medicine split-tongue image. Due to the influence of 
light intensity, diet, and drugs, tongue images are characterized by a large amount of information and 
many features. FCN (Long et al., 2015) and SegNet (Badrinarayanan et al., 2017) are not fine enough 
for crack segmentation of TCM tongue images, and it is easy to lose detailed information. Compared 
with them, U-Net can obtain a better segmentation effect. Therefore, we propose an improved U-Net 
network structure (Li et al., 2021), boundary refinement block (BR) (Peng et al., 2017) (see Figure 
9(b)), to replace the post-processing common report format module to solve the problem that small 
targets are difficult to accurately segment. The improved U-Net model uses pre-trained GoogleNet as 
the feature extraction network for image feature extraction. After feature extraction, feature information 
is added through the Global Convolutional (GCN) module and BR module. Through this operation, the 
decoder can better recover the image details and spatial dimensions through the upsampling operation. 
The improved U-Net network can effectively increase the size of the receiving field by increasing 
the size of the convolution kernel and improving the segmentation accuracy of small targets. The 
improved U-Net model still retains the encoder-decoder structure, as shown in Figure 9(c).

Deep learning technology is feasible and has advantages in the research of tongue diagnosis 
in traditional Chinese medicine. However, due to its short application time and rapid technological 
innovation, a large number of experiments are still needed to further explore the application value 
of its different models in the objectification of tongue diagnosis in traditional Chinese medicine. On 
the other hand, deep learning technology also has some shortcomings. For example, compared with 
traditional image recognition methods, deep learning models need the training set data model for early 
training. Here, the sample size and labeling cost required by the training set limit the application of 
deep learning technology to a certain extent.

3.3.3 Deep Learning for Tongue Segmentation
Since 2012, deep learning has been successfully applied to various computer vision tasks. For the 
tongue image segmentation, researchers are either using existing networks directly (Cai et al., 2020; Li 
et al., 2019; Qu et al., 2017; Zhou et al., 2019) or modifying them to design specific networks (Huang 
et al., 2022; Li et al., 2017b; Lin et al., 2018). The application of deep learning in tongue segmentation 
has many advantages, such as high accuracy, automation, strong adaptability, and scalability, but it 
also has some disadvantages, such as large data demand, large consumption of computing resources, 
poor interpretability, and overfitting risk. In practical application, it is necessary to take these factors 
into consideration comprehensively and combine professional knowledge and auxiliary technology 
to obtain better tongue segmentation results.

3.4 Tongue/Coating Segmentation
Tongue diagnosis can be used to identify constitution types using tongue images. This is because the 
color and texture features of tongue coating images reflect the health status of patients (Kamarudin 
et al., 2016). The purpose of tongue texture and coating segmentation is to remove the interference 
environment, such as face and lips, from the acquired tongue image, segment the effective color 
details of tongue parts that can be used for analysis, fully retain the patient’s tongue information, 
and eliminate the interference of irrelevant background for further classification and recognition of 
the tongue body.

Zhang et al. (2019) achieved the separation of tongue lines and coating on the tongue image by 
using computer technology. The tongue pattern and tongue coating template are identified according 
to the location information, and the color information of the tongue pattern and tongue coating area 
is obtained, respectively. The color information is used as the input of the Back-Propagation neural 
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network, and the tongue pattern color and tongue coating color are used as the output. Finally, the 
automatic classification of tongue pattern color and tongue coating color is realized by a neural 
network. The tongue pattern color and tongue coating color can be automatically classified with 
high accuracy. However, there are not enough image samples to detect the color of various tongue 
colors and coatings. Therefore, Ma et al. (2019) applied the deep learning method to propose a 
novel complexity sensing classification method to automatically realize the system framework of 
body mass recognition. The system framework consists of tongue image acquisition, tongue coating 
detection, tongue coating calibration, tongue feature extraction, and body mass classification. The 
method considers the complexity of individual-level instances to reduce the influence of uneven image 
distribution caused by various environmental conditions, such as lighting and resolution. The proposed 
complexity-aware method is universal and can be easily extended to other application scenarios.

4. ANALySIS oF ToNGUe IMAGe FeATUReS

In traditional Chinese medicine, tongue color can reflect the health status of the human body, which 
is one of the important dialectical means in tongue diagnosis and can also be used as an indicator for 
daily health self-monitoring (Yuan-tong et al., 2020). Therefore, it is of great practical significance 
to classify and identify tongue color and moss color. The color of the tongue is generally divided 
into five kinds: light red, light white, red crimson, green, and purple (Figure 10) (Chen et al., 2022; 
Oji et al., 2014). The color of tongue coating is generally divided into three kinds: white, yellow, 
and gray-black (Figure 10). Tongue coating color classification is based on neural convolutional 
network architecture, while tongue image classification is based on a small sample fully connected 
neural network model. At present, most convolutional neural network structures are suitable for the 
classification task of a single label. By constructing multiple network models, the classification 
tasks, such as tongue color and morphology, are mostly carried out separately, ignoring the possible 
relevance of different features of the tongue.

Tongue image classification and recognition include tongue color recognition, tongue shape 
recognition, tooth-marked, and so on. Different tongue states are shown in Figure 11. Before deep 

Figure 10. Lingual coating information (Chen et al., 2022; Lundgren et al., 2007; Tang et al., 2021)
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learning is mature, clustering algorithms, support vector machines, Bayesian network, and other 
methods are the mainstream methods for tongue image regime recognition.

4.1 Tongue Color
Tongue color is one of the important indicators in tongue diagnosis in traditional Chinese medicine. 
Usually, tongue color shows the description of common color names on the tongue body. Chinese 
medicine is a very convenient way to express the tongue color of the patient. For example, a normal 
tongue is identified as light red, while a pale tongue indicates a “cold” condition. However, it is not 
an exact commutation method. Therefore, it is necessary to use more scientific methods to assist 
naked eye judgment in the process of contemporary TCM diagnosis. Chen et al. (2022) succeeded in 
scientific quantification and computational simulation analysis of tongue color in TCM calculation of 
tongue diagnosis. The hue-lightness-chroma data of the chosen Munsell color charts were transformed 
to CIE xyY using the look-up table computation, then further converted to CIELAB values and sRGB 
data. On the other hand, the establishment of visual assessment data based on visual assessment 
experiments has been proven to be an objective, reliable method when applied to color science and 
color engineering (Kawanabe et al., 2016).

4.2 Tongue Shape
The tongue consists of a body, a tip, and a root. These parts give the tongue its shape, which is not 
permanent but may change. In traditional Chinese medicine, these changes are used to indicate 
specific pathologies (Gunal & Edizkan, 2008). The normal tongue is considered an oval tongue, 
but traditional Chinese medicine also has six other types of tongue shapes: square, rectangle, round, 
acute triangle, blunt triangle, and hammer. Changes in the shape of the tongue, which do not begin 
and end within 24 hours, but may occur and persist for months, reflect the course of the disease. 
This constant change creates diagnostic uncertainty, which is the ambiguity that falls into one or 
more categories, only up to a point. This uncertainty makes it difficult to analyze the tongue shape. 
Therefore, Huang et al. (2010) proposed to correct tongue deflection by using automatic contour 
extraction and a combination of length, area, and angle criteria. The features of tongue shape were 
then defined using seven sub-features defined from length, area, and angle information. To translate 

Figure 11. Sample images of (a) tooth-marked tongue and (b) cracked tongue (Gunal & Edizkan, 2008)
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human judgments into classification decisions, a decision support tool called Analytical Hierarchy 
Process (AHP) is applied, where the relationship of each sub-feature to shape has been characterized 
and given weights on a standardized numerical scale. The fuzzy fusion framework is used to combine 
the seven modules of AHP, classify each tongue image into seven classes of tongue shape, and model 
the relationship between diagnostic uncertainty and definition class. The proposed shape correction 
method reduces the deflection of tongue shape, and the shape classification method has been tested 
on a total of 362 tongue samples with an accuracy of 90.3%.

4.3 Tongue Crack
In the research field of objectification of tongue diagnosis in traditional Chinese medicine, there are 
few specific studies on analyzing the texture of tongue coating in tongue images (Shenhua & Jiang, 
2016). Correlational research including Dapeng Zhang (Tingting et al., 2016) put forward based on 
Gabor wavelet transforming tongue picture of tongue coating texture analysis of digital tongue coating 
texture analysis is focused on the management of digital tongue image analysis and identification 
of thin/thick and greasy tongue coating characteristics (namely the tongue coating is thin or thick, 
whether greasy tongue coating) (Lee et al., 2016b). Yan et al. (2022) proposed a tongue image texture 
classification method based on image interpolation and convolutional neural network, and completed 
the classification of tough tongue, soft tongue, and normal tongue texture types. As described in 
2.3.7, we proposed an improved split-tongue image segmentation model based on the U-Net model 
and constructed a database of split-tongue images (Li et al., 2021). The improved U-Net structure 
has good performance, achieves crack extraction, and achieves a good trade-off between effective 
acceptance and the number of parameters.

Although the improved U-Net model has been greatly improved to a certain extent, the experiment 
also has some limitations. As can be seen from the performance of the model on the test dataset, the 
model still needs to be improved. Meanwhile, the mapping from input to output in the process of 
neural network learning is discontinuous (Szegedy et al., 2013). This discontinuity means the picture 
may deceive the model and produce wrong judgment after proper modification (Mani et al., 2020). 
In subsequent work, we need to conduct adversarial example attack experiments on the model and 
modify the training samples (Goodfellow et al., 2015). By adding more adversarial samples to the 
training set, we can effectively avoid some attacks. We can test the model based on clean data by 
adding a small amount of noise that the human eye cannot detect. In the encoder design part, we can 
add additional networks on top of the GoogleNet network to keep the original network unchanged.

4.4 Tooth-Marked
In tongue diagnosis, identifying the tongue with dental markers plays an important role in assessing 
the patient’s status. Teeth marks appear mainly along the posterior edge of the tongue, which is 
mainly caused by the compression of adjacent teeth. According to the theory of traditional Chinese 
medicine, the dentate tongue usually has an enlarged shape, which is related to spleen deficiency, 
qi weakness, Yang deficiency, and so on. Identification of tongues with dental markers can provide 
meaningful guidance for the differentiation of clinical syndromes.

Weng et al. (2021) identified dentate tongue and tongue crack simultaneously as an object 
detection task, identifying the dentate tongue and dehiscent tongue at the same time, and locating the 
location of tooth marks and cracks in tongue images. Based on DarkNet, a weakly supervised YOLO 
model is proposed, which consists of a multi-scale feature coding module, classification module, and 
detection module (as shown in Figure 12). The localization information can be further used to assess 
tongue severity and calculate more detailed information. The method can be trained with full bounding 
box level annotations and coarse image level annotations. Experimental results on challenging tongue 
images demonstrate the effectiveness of the proposed method, which can significantly reduce the 
annotation workload of tooth marks and crack detection tasks.
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5. SUMMARy

Tongue diagnosis is one of the important diagnostic methods of traditional Chinese medicine, and 
the objective realization of tongue diagnosis is also the development direction of tongue diagnosis 
in traditional Chinese medicine. The machine learning algorithm is widely used in the process of 
image segmentation, tongue image classification, and feature recognition, which has good recognition 
effect and generalization ability, and greatly promotes the objectification process of tongue image 
diagnosis in traditional Chinese medicine. There are still some problems in the intelligent process 
of tongue diagnosis:

1.  The performance of AI-based tongue image recognition methods is highly dependent on the 
data set used. However, most current objectification studies lack balanced large sample data. 
Therefore, further efforts should be placed on building larger, diverse, and standardized tongue 
image datasets. Such a dataset could include samples of different ages, genders, disease types, 
and severity to better reflect the real clinical situation.

2.  Tongue image recognition may have some limitations in the diagnosis of tongue image only. The 
lack of classified storage, efficient utilization, and comprehensive analysis of a large number of 
tongue image data fails to effectively establish the corresponding relationship between tongue 
image information and TCM syndrome types, which is disconnected from clinical practice. 
Association analysis of tongue image features with other medical data (such as clinical symptoms, 
signs, and medical history) can improve the comprehensive diagnostic ability of tongue image 
recognition. For example, by combining tongue features with clinical data from patients, models 
can be built to predict the risk of a specific disease or the progression of the disease, providing 
more accurate guidance for personalized treatment.

3.  The establishment of multi-disciplinary and multi-expert systems is not perfect. The determination 
of tongue image needs to involve the comprehensive diagnosis of tongue god, tongue color, tongue 
shape, tongue form, tongue coating, and sublingual choroid veins to lay the foundation. The tongue 

Figure 12. The network architecture of the proposed weakly supervised YOLO (Weng et al., 2021)
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image diagnosis system developed at present is usually a single system. The problem-solving 
method is relatively single, the problem-solving field is relatively narrow, and the lack of unified 
quantitative standards mean that the tongue diagnosis information cannot be comprehensively 
integrated with recognition, judgment, analysis, and processing.

4.  Tongue recognition models based on deep learning are often considered to be black box models 
whose decision-making process lacks interpretation and interpretability. This could raise some 
concerns in the medical field, where doctors and patients need to understand how models make 
judgments based on tongue features. Therefore, future research should focus on improving the 
interpretability of tongue image recognition models. For example, by visualizing important 
features, the model’s attention mechanism, or by generating explanatory reports to increase the 
credibility and acceptability of the models.

5.  Tongue image recognition methods involve personal privacy and ethical issues of data use. When 
using tongue image data, it is necessary to ensure the security and confidentiality of the data 
and to comply with applicable privacy and ethical regulations. In addition, appropriate ethical 
review and informed consent should be obtained for research involving human participation.

To sum up, tongue image recognition methods based on artificial intelligence have potential 
in tongue image diagnosis, but still face some challenges. By improving the quality and diversity 
of datasets, correlating tongue features with other medical data, improving the interpretability and 
interpretability of models, conducting clinical validation, and addressing privacy and ethical issues, 
the field can be further advanced and more accurate and reliable AIDS for TCM diagnosis and 
treatment can be provided. Therefore, we put forward the development direction of intelligent tongue 
diagnosis in TCM:

1.  Improve the quality and quantity of tongue images: Further improve the quality and accuracy 
of tongue image. Construct larger, diversified, and standardized tongue image data sets.

2.  Feature extraction: Defining and extracting more features of tongue images is the most 
important task for computerized tongue diagnosis in the future. In the future computer 
tongue diagnosis system, TCM tongue diagnosis can be assisted by using only the mapping 
relationship between a certain feature and clinical disease, thus further simplifying the steps 
of computer tongue diagnosis.

3.  Feature fusion: Computer tongue diagnosis combined with other diagnostic methods to promote 
the objective study of the four TCM diagnoses.

4.  System integration and testing: Integrating the research results of computer tongue diagnosis 
into the system and conducting large-scale clinical trials in some hospitals is the key step for 
computer tongue diagnosis technology to go to the market.
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