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ABSTRACT

In order to meet the diverse needs of users for data mining services and improve resource utilization 
and enterprise competitiveness, this article aims to construct a Big Data Analytics (BDA) data mining 
service model based on resource sharing mechanisms. This article designs a customized data mining 
service model for BDA based on its characteristics. In this model, the authors apply the improved 
Apriori algorithm to determine the optimization plan and improve the ant colony optimization 
algorithm to improve the efficiency and accuracy of data mining. By analyzing the experimental 
results, the scientificity and rationality of the proposed data mining service model for BDA were 
demonstrated, and the implementation strategy of the data mining model was improved. These research 
findings provide important references for BDA’s data mining service model based on response surface 
modeling and also provide guidance for enterprises on how to better utilize resources and improve 
competitiveness when facing big data.
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INTRODUCTION

With the advent of the information age, big data mining has become an indispensable part of enterprise 
decision-making and competition. In order to meet user’s diverse needs for data mining services and 
to improve resource utilization and enterprise competitiveness, researchers have begun to focus on 
computer big data mining service models based on resource sharing mechanisms. In this context, 
this article aims to construct a data mining service model for big data analytics (BDA) based on 
resource sharing mechanisms. First, this article presents in-depth research on data mining services 
and introduces the concept and characteristics of BDA. Subsequently, based on the characteristics 
of BDA, we share the design of a customized data mining service model for BDA. In this model, 
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we applied the improved Apriori algorithm to determine the optimization plan and improve the ant 
colony optimization algorithm to, in turn, improve the efficiency and accuracy of data mining. In 
addition, we have established a mathematical model based on actual data mining results to evaluate 
and validate the scientificity and feasibility of the proposed service model. Finally, by analyzing the 
experimental results, we demonstrate the scientificity and rationality of the proposed BDA-oriented 
data mining service model and improved the implementation strategy of the data mining model. 
These research findings provide important references for response surface model-based data mining 
service models for BDA and also provide guidance for enterprises on how to better utilize resources 
and improve competitiveness when facing big data.

LITERATURE REVIEW

Data technology has given data high application and research values in the internet era. Thus, the 
big data research industry came into being. Traditionally, data mastered by different departments 
often showed an island effect; it revealed great correlation but lacked full utilization (Saura et al., 
2021). With the active promotion of national policies, big data service platforms continue to emerge. 
They lay a strong foundation for obtaining the required resources in the data ocean and excavating 
the insidious value behind the data. In the big data ecosystem (BDE), data resources are gaining 
much larger weight in everyday life and industrial productions. The BDE’s knowledge and valuable 
information inject momentum into the world economy, market activities, and enterprise development. 
Thus, comprehensively using information resources has become a research hotspot (Gastermann et 
al., 2015).

Extensive research has been carried out in related fields. Xiao et al. (2019) used virtualization and 
related technologies to build a big data platform based on Hadoop and proposed an improved Apriori 
parallel algorithm to improve data mining (DM) efficiency. Pranata and Utomo (2020) analyzed 
the application requirements, the application scope, and the potential application value of big data 
with distributed and mobile technical characteristics. A big data-oriented classification and mining 
framework was proposed, with high classification, mining effect, and distributed computing. An 
optimization result could be obtained while balancing memory occupation and network communication 
costs between nodes. Karpagam (2022) constructed an adaptive parallel mining algorithm to overcome 
the high error rate of image segmentation through adaptive control. Zhang et al. (2018) discovered 
that media sensors extracted vast amounts of information and assisted medical diagnosis by generating 
text, audio, and video images (media content). It used k-means clustering (KMC) method to study the 
patient’s disease data. The data extraction method transformed the heterogeneous information into 
useful quality information for decision-making, contributing to the functional technology. Shi and Liu 
(2021) observed that intelligent system integration mainly included applying intelligent technologies 
such as artificial intelligence (AI) and computational intelligence (CI) methods to different levels 
of the system. They introduced the basic concepts of DM, AI, machine learning (ML), statistical 
analysis, fuzzy logic, pattern recognition, and artificial neural networks (ANN). The general DM 
algorithm’s structure was analyzed to classify the DM technology into over ten subsets like decision 
tree (DT), neural network (NN), rough set, and fuzzy set technology. Finally, the research directions of 
DM in AI, e-commerce applications, and mobile computing were discussed. Mobile communication 
computing was discussed. At present, the research on stream DM can be roughly divided into two 
directions. One direction studies the time model of streaming DM and proposes snapshot, landmark, 
and sliding window models. The stream data DM methods include sampling, histogram representation, 
load discarding, stream data outline, stream data aggregation, and a series of technical methods. 
The other direction of research addresses streaming DM-related problems, including streaming data 
clustering analysis, streaming data classification, streaming data frequent item statistics, streaming 
time series analysis (TSA), and streaming data frequent pattern mining. Although there has been 
extensive research on big data mining and analytics (BDMA), most studies are oriented toward 
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a single enterprise. Nevertheless, given limited capability, single enterprises cannot meet users’ 
diverse DM service needs. Therefore, Big Data Alliance (BDA) integrates the membership resource, 
technology, and capability advantages. The aim is to provide users with multi-faceted, multi-level, 
and high-quality DM services. Accordingly, this work builds a BDA-oriented DM service model to 
meet users’ multi-faceted needs. It provides effective management solutions for data enterprises to 
give full play to their respective advantages through alliance cooperation. Finally, it improves the 
data resource utilization rate (RUR) and enterprise competitiveness.

RELATED MATERIALS AND METHODS

Data Mining Service
The information and data generated are growing exponentially with the increasing frequency and 
diversity of human social activities. However, people have difficulty retrieving desired information 
from large amounts of miscellaneous data. Against this backdrop, DM technology came into being 
(Feng et al., 2020). DM, sometimes referred to as knowledge discovery in databases(KDD),represents 
a process of obtaining value from data, formally expressed as data+tool+method+goal+action=val
ue. DM focuses mainly on finding the relationship between the model and massive amounts of data. 
Technically, DM is the process of extracting hidden, unknown, insidious, and helpful information 
and knowledge from numerous random, noisy, fuzzy, and incomplete practical application data. DM 
involves statistical analysis, sequential pattern discovery, and information mining (Zhou et al., 2021). 
In particular, this work defines DM as a deep-seated data analysis method, an exploratory process of 
analyzing large amounts of data and information to reveal unknown and implicit knowledge.

With the advancement of DM technology, the standardization of the DM process is very important. 
However, the standardization process of DM has not been unified in academia and industry. DM 
process models mainly include the Fayyad model; sample, explore, modify, model, and assess 
(SEMMA); and the cross industry standard process for data mining (CRISP-DM) (Watada et al., 
2020). CRISP-DM is a universal data mining process model developed by European Union funded 
organizations such as Statistical Package for the Social Sciences(SPSS) between 1996 and 2000, 
aiming to provide standardized methods and processes for data mining projects(Yu, 2021). The 
CRISP-DM model describes DM tasks’ whole process from understanding business requirements, 
seeking business solutions, and accepting practical tests (Rani et al., 2023). The six main stages of 
the CRISP-DM model are as follows:

1. 	 Business understanding stage: In this stage, the project’s goals, scope, resources, and constraints 
are determined and understanding of business requirements and the purpose of data mining is 
gained. This requires communication and negotiation with the business side to ensure that project 
objectives are aligned with business objectives.

2. 	 Data understanding stage: In this stage, the quality, completeness, availability, suitability, and 
relevance of available data is understood and evaluate. This also includes preliminary exploration 
and analysis of data to assist in further data preprocessing and feature engineering.

3. 	 Data preparation stage: In this stage, preprocessing work, such as data cleaning, transformation, 
integration, and selection, is carried out to prepare for modeling. This also includes data processing 
steps such as feature extraction, variable selection, and sample partitioning.

4. 	 Modeling stage: In this stage, various modeling techniques, such as classification, regression, 
clustering, and association rules, are used to construct and evaluate models to discover patterns 
and patterns in the data.

5. 	 Evaluation stage: In this stage, the modeling results are evaluated and validated to ensure the 
accuracy, reliability, and generalization ability of the model. This includes steps such as model 
selection, parameter adjustment, cross validation, and testing.
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6. 	 Deployment stage: In this stage, the mining results are transformed into commercial value and 
applied to actual business operations. This requires collaboration with business personnel to 
ensure the interpretability and operability of the results in order to better support decision-making 
and innovation.

The CRISP-DM model is a universal data mining process model that can be applied to various 
data mining projects, such as marketing, financial risk control, and medical diagnosis. It provides a 
standardized method and process, making data mining projects more standardized and controllable. 
The sequence of stages mainly depends on the results of specific tasks in each stage. If the results 
of one stage are necessary for the next stage, the sequence cannot be changed. The process model is 
shown in Figure 1 (da Rocha & de Sousa, 2010).

The CRISP-DM process model in Figure 1 will be explained in detail. Firstly, business 
understanding represents understanding the needs of the task, transforming the business problem into 
the problem of data analysis, and forming a preliminary plan for the goal of the DM task at this stage 
(Xiao & Wang, 2020). Secondly, data understanding mainly collects data according to the results of 
business understanding. This involves perceiving the correlation of each field in the data set, tables, 

Figure 1. A CRISP-DM Process Model
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and data. Meanwhile, it is necessary to analyze the quality of the collected data set (Cui & Yan, 
2020)). Thirdly, data preparation involves organizing, cleaning, and converting the collected data to 
meet modeling requirements. Lastly, the primary function of modeling is to obtain knowledge from 
data that is convenient for users to use and understand. It also mines reports or realizes a relatively 
complex and reusable DM process (Xu et al., 2020).

Enterprise Big Data Analysis
Enterprise big data analysis (BDA) refers to the use of big data technology and methods by enterprises 
to collect, store, process, and analyze large-scale data in order to obtain valuable insights and decision 
support. The following are some important measures that enterprises can take in BDA:

•	 Developing a data strategy: Enterprises should clarify their data strategy and determine the goals 
and key areas of data analysis. This requires a comprehensive evaluation of the business needs 
and data assets of the enterprise to develop suitable data strategies.

•	 Building data infrastructure: Enterprises need to build comprehensive data infrastructure, 
including data warehouses, data lakes, cloud computing platforms, and so on. This will provide 
enterprises with efficient data storage, processing, and management capabilities to support 
large-scale data analysis.

•	 Integrating and cleaning data: Enterprises should integrate and clean various data sources to 
ensure the accuracy and consistency of data. This includes data cleaning, data integration, data 
quality management, and other work to improve the credibility and availability of data.

•	 Applying data mining technology: Enterprises can adopt various data mining technologies, such 
as machine learning, data visualization, and natural language processing, to discover patterns, 
trends, and association rules in data to support decision-making and business innovation.

•	 Establishing a data-driven culture: Enterprises should establish a data-driven culture to encourage 
employees to fully utilize data in decision-making and business processes. This includes training 
employees in data skills, developing incentive mechanisms to encourage data-driven behavior, 
and so on.

•	 Protecting data security and privacy: Enterprises need to take corresponding measures to protect 
data security and privacy. This includes developing data security policies, strengthening data 
access controls, and complying with relevant regulations and standards.

•	 Engaging in continuous improvement and optimization: Enterprises should continuously improve 
and optimize their BDA capabilities and improve the effectiveness and value of data analysis 
through continuous feedback and learning.

In summary, by taking the above measures, enterprises can achieve more effective data analysis 
and decision support, as well as enhance their competitiveness and innovation capabilities.

Core competence theory holds that the sustainability and availability of enterprise core 
competence (ECC) impact competitive enterprise advantage. Therefore, forming and acquiring unique 
core competence is the focus of enterprises. In order to obtain market competitiveness, enterprises 
must improve their core competencies through market transactions, research and development (R&D), 
and alliance sharing (Fu et al., 2021). According to the characteristics of big data enterprises, this 
work constructs the ECC architecture of BDA memberships with data resources, technology, and 
service capability. Figure 2 describes data resource capability, data technology capability, and data 
service capabilities. The first capability refers to the ability of enterprises to acquire and integrate 
rich business data resources. Data technology capability is the ability of enterprises to have robust 
BDT. Generally, it entails big data infrastructure, data security, data acquisition, DM, and data 
analysis technology. With data technology capabilities, enterprises can provide technical support for 
their peers (Ghoshal et al., 2020). Data service capability is service-oriented and provided externally 
based on data resource and technology capability. Its services include infrastructure, data collection 
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and acquisition, data transactions, analysis, and mining services (Xu, 2020). Establishing a BDA 
is strategically significant for improving ECC in data resources and services. Table 1 explains the 
main dimensions.

Data Mining Service Modeling
Once the service structure is determined, designers can learn according to the designed structure. A 
perfect organization system is needed to complete DM services in the context of Cloud Computing 
(CC). In other words, it establishes the corresponding relationships in various DM forms and model 
components, as shown below. First, it defines services and collects as much data information as 

Figure 2. BDA Membership ECC Architecture

Table 1. Strategic Significance of Establishing Enterprise BDA

Dimension Significance Details
Data 
resources

Optimize 
internal 
resources

BDA has changed the traditional way of obtaining resources. Memberships learn from 
each other based on resource sharing to realize the integration effect of high added value 
to optimize their internal resources and improve their market competitiveness.

Get external 
resources

BDA is initially established because enterprises strive to acquire scarce and valuable 
resources. BDA can integrate top resources, add value to data resources, and improve the 
ECC. Eventually, the competence of the BDA will be strengthened.

Data 
technology

Complementary 
technological 
advantages

By establishing a BDA and gaining strong technical resources, members can complement 
each other’s technical advantages. Thereby, BDA avoids singular effort in technology 
R&D and alleviates repeated labor and resource wastes within the industry.

Promote 
technological 
innovation

BDA gathers members’ technology and knowledge resources to obtain more effective 
knowledge spillover effects. On this basis, members carry out the continuous innovation 
of relevant technologies, enhance the rate of technological innovation, and minimize the 
cost of technological innovation.

Form technical 
standards

All member enterprises and relevant institutions participate in constructing technical 
standards and continuously improving them. BDA promotes the licensing and 
implementation of technical standards in the big data industry. It raises the technical standards 
at the industrial level and forms the technical standardization of the big data industry.

Data 
services

Reduce data 
service costs

BDA gathers enterprises with different core competencies in different big data industry 
chain positions. BDA greatly reduces the cost of data search and data transaction 
in service realization, thus reducing the service cost and improving the service 
competitiveness.

Improve data 
service quality 
and efficiency

BDA complements the advantages of data, technical, and service resources. The service 
combination form saves the service cost and improves the service quality and efficiency.
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possible that needs DM services. Then, it analyzes the specific core content of DM services, uses data 
support definitions to produce services, collects the data service description, and finally forms service 
candidate content and the service content in the service directory. Second, data services are bound. 
The data functions are formed after defining services to improve the DM services comprehensively. 
The information in the candidate and key services are built based on the service definition. Doing 
so forms countless links to provide comprehensive information for the DM services and obtains 
the associated data binding information in using the service information provisions. The third is to 
build component services. In the process of DM services, serving the bound data is also a way of 
defining services. Component services must complete the packaging services to form independent 
and complete service components.

In the context of CC, DM services must build a perfect data service architecture to ensure the DM 
service quality. The service architecture can be divided into infrastructure, virtualization, platform, 
and application. First, the infrastructure can provide a platform for computing resources, storing DM 
services, sharing network resources, and virtualizing DM services of terminal interfaces. Second, 
regarding virtualization, resources are usually distributed in the cloud background, and the virtualized 
resources are aggregated and uniformly assembled into a transparent and standardized form to lay the 
foundation for the centralized logic of service resources. Finally, management resources are formed 
to help encapsulated resources to be applied and developed in the platform. Third, the platform is 
the core service level in the context of CC. It undertakes the functions and services of analyzing and 
completing DM services. Fourth, the interface layer and terminal layer are unified at the application 
level to construct the application layer, complete DM services in the context of CC, and provide users 
with convenient access and use functions. At present, analyzing the DM service process in the CC 
environment can roughly indicate that the DM service is expressed through software. For example, 
the DM service process can be divided into three stages: data analysis, design, and development. The 
CC-based DM services begin by analyzing the information obtained. This process involves analyzing 
customers’ actual needs and proposing related customer services. The second stage is the design stage, 
completing the corresponding design and improvement process according to user needs.

User needs must be formalized to understand users’ personalized needs better and carry out 
targeted customized DM service solutions. When users submit personalized demand tasks, the BDA-
oriented DM service platform will split the submitted service demand tasks according to the DM 
process. The tasks are divided into data collection subtasks, data processing subtasks, data analysis 
subtasks, and data interpretation subtasks. A task team of data resource-based, technology-based, and 
data application enterprises with matching service capabilities completes these tasks. This study uses 
the ant colony algorithm (ACA) for reference, employing its powerful search and solution ability to 
form task teams through the ability vector of alliance members. The core idea of ACA is to simulate 
the formation process of a DM customized service task team through the behavior of ants’ food 
foraging, as shown in Figure 3.

Figure 3. A Process Model of the Customized Service Task Force
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In Figure 3, the user needs are regarded as the starting point S for ants to find food. Several 
alliance members eligible for subtasks are combined into services (the formation process of task 
group A) to jointly complete the general task T of customized DM services. In this way, the DM 
customized service is to select eligible alliance members from S to the target T. These enterprises 
must have good non-functional attributes of services.

The basic idea of Apriori is to find out all frequency sets first, and the frequency of occurrence 
of these itemsets is at least the same as the predefined minimum support. Then, strong association 
rules are generated from the frequency set, which must meet the minimum support and minimum 
reliability. The above analysis suggests that the Apriori algorithm may generate a large number of 
candidate sets and may need to scan the database repeatedly, which are two major disadvantages of 
the Apriori algorithm. In this work, the Apriori algorithm is improved to avoid the shortcomings of 
the algorithm itself. The first improvement is based on the idea of partition, preprocessing and mining 
the data in different areas. In this way, the library does not need to scan all the data every time, and 
only the relevant data that meets the conditions are scanned, which greatly reduces the scanning time 
and speeds up the access speed. The second is to use similar search to classify the data. The results 
of the similar search can improve the association degree of the objects of the association algorithm 
and meet the requirements of the actual operation.

Zhonglong and Hongliang (2021), based on big data technology and aimed at the characteristics 
of data mining services, expanded and changed the traditional model and proposed the big data 
alliance data mining service process model. Using intelligent decision theory and the knowledge 
reasoning method, an intelligent service model with rapid response and reusable service was 
constructed to realize the scalability of data mining services (Al-Shourbaji et al., 2022). In this work, 
m is the total number of ants in the ant colony, b ti ( )  represents the number of ants located at element 
i at time t, τij t( )  is the amount of information on the path i j,( )  at time t, and d i j nij , , , ,=( )1 2  
represents the distance between cities i and j. At the initial time, the amount of information on each 
path is equal, let τij C0( ) =  (C is constant). During the movement of ant k k m=( )1 2, , , , the 
transfer direction is determined according to the information on each path; p tij

k ( )  represents the state 
transition probability of ant k from city i  to city j  at time t and has the relationship shown as Equation 
(1):
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where allowed -tabu k n k= −{ }0 1 1, , ,  represents the set of cities that ant k is allowed to 
select in the next step. Unlike the real ant colony, the artificial ant colony system has a memory 
function. Experiments prove the proposed BDA-oriented DM service (Wu, 2020). tabuk k m=( )1 2, , ,  
is used to record the cities that ant k has passed through currently, and the set tabuk is dynamically 
adjusted with the evolution process. After n times, ants can walk all the cities and complete a cycle. 
Each ant’s path is a solution. At this time, the amount of information on each path should be updated 
according to Equations (2) and (3):

τ ρ τ τij ij ijt n t t+( ) = −( )× ( )+ ( )1 ∆ 	 (2)
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m
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where ρ ⊂  is the volatilization factor, and 1−ρ  denotes an information residual factor.
∆τij

k t( )  stands for the amount of information left by ant k between cities i and j in this cycle. 
Its calculation is determined according to the calculation model. The most commonly used ant circle 
system model is shown in Equation (4).

∆τij
k

kt
Q
L( ) =







 0

	 (4)

Using the results of data mining, an alternative tabu table is formed. After each ant selection, the 
tabu table is modified to form a new tabu table until a new optimization scheme is formed.

The path selection strategy in the basic ant colony algorithm is adjusted. According to the 
confidence degree of the mining association rules as the probability of relevant alternative paths, the 
tabu table of alternative nodes is listed and the probability of each alternative path is calculated tij

k . 
By selecting the path strategy of ant colony algorithm, a tabu table is formed to select and determine 
the next node to arrive. It can be seen that there is no randomness in the path selection of ants after 
adjustment.

Evaluation Index System for Data Mining Models
After model selection by the data technology-based enterprise, the service task group will get several 
effective DM models. According to the principles of comprehensiveness, balance, and applicability, 
this work constructs the evaluation index system of the BDA-oriented DM model. The index system 
has a two-tier structure: an overview layer and a detailed layer from the correctness, value, and cost 
of the model (He & Yin, 2021). Figure 4 presents the index details.

Then, the Accuracy, Precision, Recall, and F-value of clustering results are calculated by Equations 
(5), (6), (7), and (8):

Accuracy =
+

+ + +
TP TN

TP TN FP FN
	 (5)

Precision TP
TP FP

=
+

	 (6)

Recall TP
TP FN

=
+

	 (7)

F P R
P R

1
2

=
×
+

	 (8)

Here, TP  indicates that the positive class is determined positively. TN  means the negative class 
is determined negatively. FP  implies that the negative class is determined positively. FN  suggests 
the positive class is determined negatively. P  and R  represent Accuracy and Recall, respectively 
(Du, 2020).

The promotion of the model is mainly evaluated from the promotion effect of detailed individual 
factors. Summing the promotion of detailed factors gets the model promotion while the response time 
evaluates the model’s running time. Overall, the model’s comprehensive evaluation can be counted 
by Equation (9):
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p = + +α β λCorrect Value Cost 	 (9)

In (9), a , b , and l  are the weights of the parameters: Correct, Value, and Cost. This work sets 
a , b , and l  to 0.6, 0.3, and 0.1, respectively.

Table 2 lists the model parameter settings.

RESULTS AND ANALYSIS

Analysis of Experimental Results
The users of this experiment select a P2P (peer-to-peer) online credit company whose user groups are 
small and medium-sized firms (SMFs) and individuals (Guo & Liu, 2020). The company involves the 
long-term business of large, medium, and small online credit. Through the BDA-oriented customized 

Figure 4. BDA-Oriented DM Model’s EIS

Table 2. Model Parameter Setting

Models Logistic Regression Model (LRM) Support Vector Machine 
(SVM) Model

Artificial Neural Network 
(ANN)

Parameters penalty=’l2’, 
tol=0.0001, 
C=1.0, 
fit_intercept=True, 
intercept_scaling=1, 
class_weight=None, 
random_state=None, 
solver=’warn’, 
max_iter=100, 
multi_clas=’warn’, 
verbose=0, 
warm_state=False, 
n_jobs=None

C=1, 
loss=’hinge’, max_iter=10000

model_dir=None, 
n_classes=2, 
weight_column=None, 
label_vocabulary=None, 
optimizer=’Adagrad’, 
activation_fn=tf.nn.relu, 
dropout=None, 
input_layer_
partitioner=None, 
config=None, 
warm_start_from=None, 
loss_reduction=losses.
Reduction.SUM
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DM service, the company collects, mines, analyses, and forecasts the relevant information of the 
borrower. Professional software is used to comprehensively and scientifically assess the borrower’s 
credit risk in a simple and convenient form. The LRM, SVM, and ANN models are selected in the 
DM model base to predict the borrower’s credit risk. The effect of the model needs to be evaluated 
from Accuracy, Precision, Recall, and F-value. The confusion matrix of the three network models 
is shown in Figure 5.

This section evaluates the model’s performance from the aspects of Accuracy, Precision, Recall, 
F-value, model improvement, and the total time of model operation. The evaluation results of each 
index are shown in Figures 6, 7, and 8.

Figures 6, 7, and 8 present the evaluation results of each index of the three models. Figure 6 
compares Accuracy, Precision, Recall, and F-value; Figure 7 compares model improvement; and 
Figure 8 compares model response time.

Figures 6, 7, 8 show that the evaluation results of the Accuracy, Precision, Recall, and F-value of 
the LRM are 95.9, 97.7, 95.6, and 96.5, respectively. The improvement degree of the model is 20.52, 
and the running time is 332s. Therefore, according to the user’s customized DM service task, the 
LRM is selected to predict the borrower’s credit risk through model training and model performance 
comparison.

The above experimental results suggest that service realization should also build a cost control 
supervision mechanism to strengthen the control of service costs. The continuous deepening of 
BDA-oriented DM services has increased operation costs, collaboration, and communication. The 
increased cost factors are often considered in the final service product pricing, increasing transaction 
costs (Sun et al., 2020). Therefore, a service cost-controlling supervision team should be established 
in service realization. The cost composition and product pricing must be reviewed to improve the 
product pricing mechanism.

Figure 5. Confusion Matrix of Three Models
Note. a represents the LRM confusion matrix, b is the SVM confusion matrix, and c is the ANN 
confusion matrix.
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Analysis of Practical Applications
Although this study has achieved certain results, there are still some limitations that need to be considered. 
These limitations may affect the applicability and reliability of research results; therefore further in-depth 
exploration is needed in future research. Below, we will provide a detailed description of the limitations 
of this study in order to better understand the scope and applicability of the research findings.

•	 Data sample limitation: The data sample used in this study is limited and may not fully represent 
the real big data environment. Future research might consider increasing data samples to improve 
the universality and reliability of research results.

Figure 6. Comparison of Accuracy, Precision, Recall, and F-Value

Figure 7. Comparison of Model Improvement
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•	 Limitations of algorithm improvement: The improved algorithm applied in this article is designed 
based on specific data mining tasks and requirements and may have limited adaptability to other 
fields or tasks. Future research can further optimize and improve algorithms to meet the needs 
of different fields and tasks.

•	 Lack of practical application verification: The research in this article is mainly based on theory 
and simulation experiments, lacking practical application verification. Future research can 
combine practical scenarios to conduct practical application verification, in order to verify the 
effectiveness and feasibility of the proposed model in practical situations.

•	 Limitations of scalability: This study mainly focuses on data mining services for a single 
enterprise or organization, and there is no in-depth exploration of data sharing and mining 
for multiple enterprises or cross organizations. Future research can further investigate how to 
achieve resource sharing and scalability of data mining services among multiple enterprises 
or organizations.

The research results of this article are of great significance for practical applications. In 
the era of big data, enterprises need to obtain data quickly and accurately and conduct in-depth 
mining and analysis to optimize business decisions and improve efficiency. The resource sharing 
based data mining service model for BDA proposed in this article can help enterprises better 
utilize existing resources, improve data mining efficiency and accuracy, and further enhance their 
competitiveness. This model has a wide range of applications and can be applied to industries 
such as finance, healthcare, e-commerce, and logistics, meeting the diverse needs of different 
users. For example, in the financial field, this model can help banks identify potential risks and 
improve the accuracy of credit assessments; in the medical field, this model can help hospitals 
analyze case data, improve diagnostic efficiency and treatment effectiveness; in the field of 
e-commerce, this model can help e-commerce enterprises conduct user behavior analysis, 
improve sales revenue and user stickiness; and in the field of logistics, this model can assist 
logistics enterprises in route planning and resource scheduling, improving delivery efficiency 
and reducing costs. Therefore, the resource sharing based data mining service model for BDA 

Figure 8. Comparison of Model Response Time
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proposed in this article has important practical applications, which can provide better data 
mining services for enterprises and further promote the development of big data applications. 
In the future, regarding the development of resource sharing based data mining service models 
for BDA, this article provides the following opinions:

•	 Intelligent optimization: In the future, more artificial intelligence technologies such as deep 
learning and reinforcement learning can be introduced to achieve intelligent optimization of data 
mining processes. By automating feature engineering, model selection, and parameter tuning, 
the efficiency and accuracy of data mining can be further improved.

•	 Privacy protection: With the increasing awareness of data privacy protection, future research can 
explore how to protect user privacy in data sharing and mining processes, such as differential 
privacy technology and federated learning, to balance the relationship between data sharing and 
privacy protection.

•	 Cross organizational cooperation: In the future, further research can be conducted on data sharing 
and mining cooperation models among multiple organizations, achieving resource sharing and 
scalability of data mining services in cross organizational scenarios and promoting broader data 
cooperation and innovation.

•	 Adaptive model: Based on the needs of different industries and application scenarios, future 
research and development of data mining models with adaptability can be carried out, which 
can be flexibly adjusted according to changes in different environments and tasks, improving 
the model’s generalization ability and adaptability.

•	 Practical application verification: Future research can strengthen the integration with practical 
scenarios, conduct more practical application verification, verify the effectiveness and feasibility 
of the model in actual business environments, and promote the implementation and application 
of research results.

In summary, the future development directions include intelligent optimization, privacy protection, 
cross organizational cooperation, adaptive models, and practical application verification, in order 
to further promote the development and application of resource sharing based data mining service 
models for BDA.

CONCLUSION

This article aims to construct a data mining service model for BDA based on resource sharing 
mechanisms in order to meet the diverse needs of users and improve resource utilization and 
enterprise competitiveness. Through research on data mining services and the introduction of 
BDA, we have designed a customized data mining service model for BDA and applied an improved 
Apriori algorithm and an ant colony optimization algorithm for optimization. The experimental 
results indicate that the proposed data mining service model is scientifically reasonable and can 
effectively improve the efficiency and accuracy of data mining. By establishing a mathematical 
model based on actual data mining results, we have verified the scientificity and feasibility of the 
model. At the same time, we have improved the implementation strategy of the data mining pattern, 
further enhancing the application value of the model. This study is of great significance for the big 
data mining service model based on resource sharing. It provides guidance for enterprises on how 
to better utilize resources, meet user needs, and improve competitiveness when facing big data. In 
addition, the methods and models proposed in the study also provide references for the study of 
BDA-oriented data mining service models based on response surface models. The research in this 
article mainly focuses on data mining services for a single enterprise or organization, and there is 
no in-depth exploration of data sharing and mining for multiple enterprises or cross-organizations. 
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Future research can further investigate how to achieve resource sharing and the scalability of data 
mining services among multiple enterprises or organizations.
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