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INTRODUCTION

In the past two decades, regarded as a class 
of population-based metaheuristic stochastic 
algorithms, each swarm intelligence algorithm 
is generally inspired by the collective behavior 
in a decentralized and self-organized system. 
Even though a swarm is usually made up of a 
population of simple individuals who interact lo-
cally with each other and with their environment, 
its collective behavior is capable of performing 
complex tasks in a dynamic environment with-
out external guidance and central coordination. 
Due to its simplicity and effectiveness, there has 
been an extremely growing interest in study-
ing novel swarm intelligence algorithms and 
applying swarm intelligence algorithms to a 
variety of scientific and engineering problems 
for surprisingly better solutions. Till now, there 
are a lot of novel swarm intelligence algorithms 
to have been being continually proposed, which 
are inspired by different heuristic mechanisms 
from natural swarms, process and social phe-

nomenon. Since 2010, many new findings and 
applications in swarm intelligence were/are 
reported and published yearly in the series con-
ferences of International Conference on Swarm 
Intelligence (ICSI) (http://www.ic-si.org) which 
now becomes one of important academic events 
in the community of swarm intelligence in the 
world. In the effort of the technical committees 
of ICSI event, several high-quality papers pub-
lished in International Conference on Swarm 
Intelligence (ICSI) 2010-2012 (Beijing event, 
Chongqing event and Shenzhen event) are 
selected for possible publication in this special 
issue. All papers are thoroughly extended and 
rewritten by the authors to include their latest 
results and completed experiments. Evalu-
ated through two rounds of double-blind peer 
reviews, four papers are finally recommended 
to this special issue. The scope of this special 
issue includes theoretic analyses, algorithmic 
improvements, and applications of state-of-art 
swarm intelligence algorithms.
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IN THIS ISSUE

The first paper by Shi Cheng, Yuhui Shi, and 
Quande Qin studied the normalized popula-
tion diversity in Particle swarm optimization 
(PSO). In this paper, the values and velocities 
of PSO algorithm can be recorded as series of 
matrices and its population diversity can be 
regarded as an observation of the distribution 
of matrix elements. Based on the analysis of 
the relationship between pairs of vectors in 
PSO solution matrix, authors utilized different 
normalization strategies for dimension-wise and 
element-wise population diversity. Experiments 
on ten benchmark functions are conducted to 
show the properties of normalized population 
diversities.

In the second paper by Komla A. Folly, a 
Population-Based Incremental Learning (PBIL) 
with adapting learning rate is proposed. The 
Adaptive PBIL (APBIL) is able to thoroughly 
explore the search space at the start of the run 
and maintain the diversity consistently during 
the run longer than the standard PBIL. The 
proposed algorithm is applied to parameters 
optimization in a power system controller.  In 
the third paper by George M. Cavalcanti-Júnior, 
Fernando B. Lima-Neto, and Carmelo J. A. 
Bastos-Filho, the authors analyzed Heteroge-
neous PSO (HPSO) Improvement by use of 
the Volitive Operator of Fish School Search. 
The authors investigated hybridizations in line 
with the Volitive PSO approach and used the 
Heterogeneous PSO instead of the PSO, named 
as Volitive HPSO. They also investigated the 
influence of the collective volitive operator of 
Fish School Search in the HPSO further. The 

results show that this operator significantly 
improves HPSO performance when compared 
to the non-hybrid approaches of PSO and its 
variations in dynamic environments. The fourth 
paper by Wenjing Gao, Bo Xing, and Tshilidzi 
Marwala deals with the application of computa-
tional intelligence in used products retrieval and 
reproduction. Right now, remanufacturing has 
become a superior option for product recovery 
management system. It mainly consists of three 
stages: retrieval, reproduction, and redistribu-
tion. The authors utilized different computa-
tional intelligence methods including artificial 
neural network (ANN), ant colony optimization 
(ACO), biogeography-based optimization 
(BBO), cuckoo search (CS) and fuzzy logic 
(FL) to solve the problems involved in retrieval 
and reproduction stages for remanufacturing.
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