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ABSTRACT
Social media sites employ various approaches to track feelings, including diagnosing neurological problems, including fear, in people or assessing a population public sentiment. One essential obstacle for automatic emotion recognition principles is variable with fluctuating limitations, language, and interpretation shifts. Therefore, in this paper, a deep learning-based emotion recognition (DL-EM) system has been proposed to describe the various relational effects in emotional groups. A soft classification method is suggested to quantify the tendency and allocate a message to each emotional class. A supervised framework for emotions in text streaming messages is developed and tested. Two of the major activities are offline teaching assignments and interactive emotion classification techniques. The first challenge offers templates in text responses to describe sentiment. The second activity includes implementing a two-stage framework to identify live broadcasts of text messages for dedicated emotion monitoring.
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1. INTRODUCTION
Emotion recognition (El Hammoumi et al, 2018) is the process of identifying human emotion. Generally, people differ in their precision at the recognition of the feelings of others. The use of technology to assist people with emotion detection (Yoon et al, 2019) is a relatively growing area. Currently, most research has been performed on automating the recognition of facial expression from the video (Manogaran et al, 2019), spoken word from audio (Ahmad et al, 2021), written expression from text and physiology expressions from wearable devices (Mukhopadhyay et al, 2020). Emotion identification (Alazab,2020) from text is a recent essential research area in the field of natural language processing (NLP) and deep learning (Mamoun Alazab et al, 2019), which may reveal some valuable input for a variety of purposes. Nowadays, a large volume of textual data has been produced in real-time due to communication technologies’ development (Iqbal et al, 2019). Some of the applications are social media posts, micro-blogs, news articles, online teaching and assessment, customer reviews, etc. (Kwon et al, 2016).
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This short-text content can be a valuable resource for text mining (Elmasry et al, 2018) to uncover different aspects such as emotions, behaviours (Muthu et al, 2020), and so on. E-learning (Yi et al, 2020) is one of the most essential and useful teaching environments for supporting and understanding student learning issues during the pandemic time. (Chen et al, 2014; Tai et al, 2012) Nowadays, students can interact with teachers or other students using lots of collaborative e-learning tools such as Google classrooms, Loop, Edmodo, Storybird, Packet, etc. However, teachers often remain outside of this process and do not understand the blended learning environment’s actual difficulties (Young et al, 2018; Al-Turjman et al, 2019). In the collaborative teaching environment (Ullah et al, 2019; Tandel et al, 2019), sentimental or emotional factors affect student motivation and learning outcomes during online or offline classes. Detecting and managing emotions (Jacob et al, 2019) is an essential learning activity; it contributes to motivating students to improve learning outcomes. In the field of human-computer interaction (Ullah et al, 2019), it plays a vital role in emotion detection using text analysis, image analysis (Hulliyah et al, 2019), and speech signals analysis (Clarizia et al, 2018). The text mining-based emotion detecting approach is used in many real-world problems, including teaching material or feedback in e-learning, customer emotions-based product recommendation, monitoring customer satisfaction, etc. (Serte et al, 2020). This research developed an automatic extraction of students’ emotions from online text streaming(Ullah et al, 2018) during online classes. (El Hammoumi et al, 2018)This research’s basic idea is to create a non-disturbing method to identify students’ emotions from text streaming during online teaching and assessment to offer feedback or motivation. (Rajalingam et al, 2020)The research has been adapted a deep learning-based text analysis method for students’ emotion detection using various NLP steps. The deep model contains multiple stages such as text data pre-processing, feature extraction from the text, feature selection from that extracted emotion feature set, and a Deep Fish Swarm Optimized Gated Recurrent Unit Neural Network(Deep FSOGRUNN) model detecting various emotions of students(Nasim et al, 2017 ; Ghanbari et al, 2017). The sources of streaming text data can be transformed into valuable analysis results when handling these methods (Jafar et al, 2019). The system’s main objective is to monitor various emotions by retrieving students’ text responses from the Chabot and sending feedback messages to each emotion group to improve the learning process (Chang-Hyun Park et al, 2003). The research also contributes to improving the accuracy of a deep learning approach in text emotion detection (Hakdağli et al, 2018).

Emotional recognition is a dynamic process which focuses on the person’s emotional status, meaning the emotions which correlate to the acts of each person which are distinct. In general, human people transmit their sentiments in many ways. Here, a correct perception of these emotions is vital to promote meaningful conversation. Emotional awareness is vital for social interactions nonetheless in our everyday lives, and emotions play a part in deciding on human activity.

A technique to identify the various relationship impacts in emotional groups has been presented. To quantify the propensity and provide an emotional class message, a soft classification approach is proposed. A supervised emotional framework is created and tested for text streaming communications. Offline training and interactive classification approaches are two of the key activities. The first task provides templates for describing the feeling in-text answers. The second activity consists of the implementation of a two-stage framework to recognize live text message transmissions for the monitoring of emotion.

The research’s organization work in the subsequent order; section 1 discusses the introduction and research objective. Section 2 discusses the recent related research on emotion detection and various methods utilized in this research. Section 3 and 4 discuss the methodologies and the evaluation results of the automatic emotion detection system. Finally, section 5 discusses the conclusion of this research findings and feature researches as well. The consequent section describes the literature review in detail.
2. LITERATURE REVIEW

This section discusses the various studies related to text based on different human emotions or sentiment detection approaches and multiple studies on text mining techniques.

This study (Yadollahi et al., 2017) prepared a survey to clarify the link between emotion and opinion mining. It discusses polarity classification, dataset resources, emotion and option mining techniques and suggests various text-based sentiment analysis steps. This study (Hajah et al., 2020) developed a text-document transformation approach using Laplace smoothing technique in naive bays vectors. The smoothing method assures posterior probabilities values never become zero, and the logarithmic function ensures that probability calculations become very small. The technique attained the maximum of 99% of accuracy in converting text to numeric conversion.

In (Sailunaz et al., 2019), emotion detection and sentiment analysis has been developed using Twitter posts to generate a personalized recommendation system and measure users’ influential scores from tweets and replies. ISEAR, SemEval, EmoBank, and TREC datasets are used to evaluate system performance. In (Batbaatar et al., 2019), Bidirectional long short-term memory (Bi-LSTM) and convolution neural network (CNN) models have been combined to analyze the semantic emotions of text data. The CNN model is utilized to extract text features to train the Bi-LSTM model. Moreover, the analysis process is performed with ten different texts, emotion-related datasets. This study (Al-Omari et al., 2020), deep, dense model, is combined with Bi-LSTM to improve the English language’s emotion detection efficiency. Moreover, the Bidirectional Encoder Representation from Transformer (BERT) embedding, Glove word embeddings, and psycholinguistic feature-based methods extract the text emotion feature.

Two alternative forms of writing may be presented: formal and casual writing. Text, either online or offline. A writing piece might include a lot of sentiments, emotions and thoughts. In opinion mining and sentiment analysis, several strategies and strategies are present to extract texts’ emotions. The current article proposes a differential analysis in the realm of sentiment classification of formal and informal texts. This article includes research and analysis of variations in methodologies used to detect emotions and to analyze sentiments for both scenarios.

Table 1 contains the various deep model-based text emotion detection-related research. This study (Majumder et al., 2017) introduced a tailored transfer learning-based decision support system for individuals’ emotion states. It used the Bi-LSTM model to detect six different dataset’s emotional conditions and obtained 58.6% accuracy.

This study (Chatterjee et al., 2019) investigated the efficiency of deep LSTM model in textural emotion detection for six different emotional groups. The evolution results show that the LSTM model is obtained maximum efficiency (94.7%). This study (Abdullah et al., 2018) mainly focuses on the pre-processing phase in text mining to improve accuracy. It utilizes the Term Frequency Inverse Document Frequency (TFIDF) approach to extract text features from documents, Latent semantic analysis (LSA) and linear discriminate analysis (LDA) for feature selection. The CNN model is attained by 91% for TFIDF. The model (Mohouchane et al., 2019) used an attention mechanism to the words that are import to identify sentiments. The attention mechanism is combined with CNN to extract the local features and bidirectional gated recurrent unit (Bi-GRU) neural network for sentiment classifications. The model has been obtained a maximum of 92.90% accuracy. This research (FaraShatnawi et al., 2020), and improved artificial fish swarm optimizer (FSO), is introduced for weapon target assignment problems in the air defense system to improve the assignment rate. The individual visual of artificial fish and genetic operator in PSO is incorporated to avoid the maximum local trap. This study (Zobeidi et al., 2017) introduces a filtering based feature ranking and selection approach to reduce dimensionality. This approach combines and uses three methods such as information gain, chi-square statistic and inter-correlation. This approach stabilizes each feature score and gives true ranking. Therefore, it increases the stability of the variable’s scores without losing the overall accuracy.
Social media use several ways to measure feelings, including the diagnosis of neurological issues, fear in individuals or assessment of public mood. The changeable limits, language and interpretation are one key barrier for automatic principles of emotional recognition.

To quantify the propensity and provide an emotional class message, a soft classification approach is proposed. A supervised emotional framework is created and tested for text streaming communications. Offline training and interactive classification approaches are two of the key activities. The first task provides templates for describing the feeling in-text answers. The second activity consists of implementing a two-stage framework to recognise live text message transmissions for the monitoring of emotion. Also, DL-EM uses an online means of assessing collective emotion and identifying incidents in live text sources.

Most of the existing papers mainly focused on word embedding vectors representing rich semantic or systematic data and not covered the emotional relationship between words. Some research covers the research gap but obtaining low accuracy in finding emotion groups. In this research, an deep learning approach has been utilized to resolve this research gap in previous research. The deep learning models

Table 1. Summary of related researches on text-based various emotions detection using deep models

<table>
<thead>
<tr>
<th>Ref</th>
<th>Dataset</th>
<th>Research Problem</th>
<th>Methods</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Ullah et al, 2019)</td>
<td>DailyDialog, Crowdflower, TEC, Tales-Emotions, ISEAR, EmoInt, Electoral Tweets, Grounded-Emotions, Emotion cause, and SemEval 2016 (Sentence sentiment emotions SSEC)</td>
<td>Semantic Emotion analysis</td>
<td>Bi-LSTM+CNN</td>
<td>F1-98.8%</td>
</tr>
<tr>
<td>(Hulliyah et al, 2017)</td>
<td>EmoContext of semeval 2019 contains Happy 4243, sad 5463, angry 5506, and others 14948</td>
<td>Emotion detection in the English language</td>
<td>(BERT) +Bi-LSTM</td>
<td>91.99%</td>
</tr>
<tr>
<td>(Clarizia et al, 2018)</td>
<td>James Pannebaker and Laura King’s stream of consciousness essay dataset</td>
<td>Personality detection</td>
<td>CNN</td>
<td>62.68%</td>
</tr>
<tr>
<td>(Serte et al, 2020)</td>
<td>Twitter Firehose (annotated labels, Happy 109, sad 107, angry 90, and others 1920 (17.62 million tweet conversations)</td>
<td>Sentiment semantics-based emotion understanding</td>
<td>LSTM</td>
<td>F1-80.79%</td>
</tr>
<tr>
<td>(Ullah et al, 2020)</td>
<td>SemEval-2018 (Arabic tweets) contains both training and test data of Joy 952+448, angry 1027+373, sad 1030+370, fear 1028+372, and sentiment 1070+730</td>
<td>Sentiment and emotion in Arabic tweets</td>
<td>LSTM+ CNN</td>
<td>81.8%</td>
</tr>
<tr>
<td>(El Hammoumi et al, 2018)</td>
<td>Arabic 15050 Youtube comments</td>
<td>Detecting offensive language on Arabic social media</td>
<td>CNN+Bi-LSTM</td>
<td>83.46%</td>
</tr>
<tr>
<td>(Rajalingam et al, 2020)</td>
<td>Task 7 of SemEval2020, (humicro-edit dataset news headline 15095, 14696)</td>
<td>Humour detection in news</td>
<td>(BERT) + regression</td>
<td>62.291%</td>
</tr>
<tr>
<td>(Nasim et al, 2017)</td>
<td>Reuters 21578 and 20 newsgroup dataset</td>
<td>Text mining</td>
<td>Fuzzy min-max neural network (FMMNN) and principal component analysis</td>
<td>95%</td>
</tr>
</tbody>
</table>
analyze students’ text-streaming comments to automatically identify each student’s emotional state and send learning feedback to each student’s groups separately. The deep model contains various stages such as text data pre-processing, feature extraction from the text, feature selection from that extracted emotion feature set, and finally, a deep classifier detecting students’ various emotions. The subsequent section discusses the methodologies of the emotion detection models.

3. METHODOLOGY OF EMOTION RECOGNITION ANALYSIS IN TEXT STREAMS

Figure 1 illustrates the step by step conversation analysis process for emotional group detection. Initially, the input text conversations are documented and stored in a database. Next, the raw text dataset information has been pre-processed to remove unwanted textual information using various NLP pre-processing steps such as punctuations removing, lower case, word slicing, and padding. Next, the text features are extracted from the pre-processed text data using tf-idf extractor method. The extracted text-based feature dimensions are reduced by using chi-square based ranking method. Finally, the selected features are taken as input to the Deep FSOGRUNN model to detect various emotional groups and send feedback or assessment. The section discusses the data sources and methodologies of emotion recognition approaches.

3.1 Dataset Details

The Deep FSOGRUNN efficiency in text emotion detection has been trained and evaluated with six publicly available text emotion-related datasets. EmoInt (A)(49): WASSA-2017 Shared Task on Emotion Intensity, the dataset contains social media contents. The tweets are labelled via crowdsourcing with various emotions such as anger-1621, joy-1548, fear-2149, sadness—1458 (totally-6776). EmoBank (B) (50),(Sven Buechel et al, 2017): The dataset contains 10k sentences labelled with valence, arousal, and dominance values. The valence and arousal Facebook posts by preotiuc-pietro and others (C)(Chatterjee et al, 2018): The dataset contains annotated four types of anonymsmessages such as valence 1, valence 2, arousal 1, and arousal 2. The labeled intensities have 2895 messages. The emotions in text data set by crowded flower(D) (53): The dataset annotated emotions with intensities as joy-8142, fear-7799, sadness-4697, anger-1311, and disgust-164 (totally-22113). ISEAR (E)(54): The dataset contains five types of annotated emotions with intensities values, joy-1064, fear-1051,
sadness-1012, anger-1058, and disgust-1056 (Totally-5241). A real notation of the SemEval Stance data with emotions (F) (55): It contains annotated sentences in various emotions such as joy-232, fear-15, sadness-20, surprise-35, anger-23 and disgust-10 (Totally-312). As observed from Figure 1, that the step-by-step procedure of emotional group discovery conversation analysis. The text chats for the input are initially recorded and kept in a database. Next the information in the raw text dataset has been pre-processed to eliminate undesired textual information using several NLP pre-processing procedures, such as deleting punctuations, lower case, word slicing and padding. The text properties are then retrieved using the extractor technique from the pre-processed text data. By chi-square ranking algorithm, the retrieved text-based feature dimensions are minimised.

3.2 Pre-Processing
The collected text datasets are used to evaluate the efficiency of the text emotion detection system. The first step is to pre-process the given text data since it is essential to reduce the input data’s unwanted information to improve the prediction accuracy.

In-text pre-processing unwanted text information is removed from the original text documents. The pre-processing contains three stages: punctuation removal (e.g. ?/!/@, #,$,%,^,&,*,(,),`,~,), lower case transformation, and word slicing. Figure 2 illustrates three stages of pre-processing with example. The punctuations and special characters are removed from the text document; next, the punctuation-free sentence is converted into lower case. Finally, each word in a sentence is sliced with the help of space. Next, all the words in an expression are added with ‘0’ padding to make equal (e.g. she00 said0 im000 very0 upset).

3.3 Feature Extraction
Feature extraction is one of the significant steps before text data analysis. In this emotion classification model, term frequency-inverse document frequency tf-idf method is adopted for feature extractions; it is a numerical statistic intended to reflect the word’s importance to a document in a corpus. The tf-idf value increases proportionally to the amount of time a word presents in a document. It is offset by the number of documents in the collection that include the term used to adjust because some words give more repeatedly in common.

3.3.1 Term Frequency $tf(t,d)$
It is used to find a number of times $t$ occurs in document $d$. The derivative for term frequency is given as follows:

Figure 2. Three-stage text data pre-processing
In eqn(1), \( f_{t,d} \) denotes the row frequency count, \( t \) indicates term or word occurrence in a document \( d \). The augmented frequency is used to avoid a bias towards longer documents. It calculates the row frequency of the most occurring term in the document.

### 3.3.2 Inverse Document Frequency \( idf \)

It is used to find the importance of term or word, and the derivative of the logarithmically scaled inverse fraction of a document is derived as follows:

\[
idf(t, D) = \log \frac{N}{\left| \{d \in D : t \in d\} \right|}
\]

In eqn(2), the notation \( N \) denotes the total number of the document in the collections and \( \left| \{d \in D : t \in d\} \right| \) denotes the number of the document where the word or term appears.

### 3.3.3 Term Frequency-Inverse Document Frequency \( tf-idf \)

\[
tfidf(t, d, D) = tf(t, d) \times idf(t, D)
\]

A high frequency in eqn(3) is reached by a high term frequency and low document frequency weights; hence it filtered out common words. Since the ratio inside the \( \log \) function always \( \geq 1 \), the value of \( tf-idf \geq 0 \), ratio inside \( idf = 1 \), carrying the \( idf \) and \( tf-idf \) closer to 0.

The \( tf-idf \) is created using information theory; the characteristic assumption of a probability distribution is:

\[
p(d|t) = \frac{1}{\left| \{d \in D : t \in d\} \right|}
\]

The eqn(4) denotes the assumption and implications of the heuristic that \( tf-idf \) is used:

\[
M(T; DP) = \sum_{t,d} p_{t,d} \times p_{d} \times idf(t) = \sum_{t,d} tf(t, d) \times \frac{1}{|D|} \times idf(t)
\]

\[
M(T; DP) = \frac{1}{|D|} \sum_{t,d} tf(t, d) \times \frac{1}{|D|} \times idf(t)
\]

The eqn(5) and eqn(6) shows the summing of all possible term and document recovers the mutual information between document and word.
Table 2 contains the sample tf-idf based feature vector for the given input: she said im very. The extracted text emotion feature value has been taken as input to the dimensionality reduction.

3.4 Dimensionality Reduction

The extracted high text features are normalized and reduced to improve classification performance. Information gain and chi-square-based score vectors are normalized using the min-max normalization techniques, denoted in eqn(7):

\[
nv = \frac{av - \min fv}{\max fv - \min fv} \left( n_{mx_{req}} - n_{mn_{req}} \right) + n_{mn_{req}} \tag{7}
\]

where \( nv \) is denoted as new normalized value, \( av \) represents the actual value of the feature \( igs_a \) and \( chis_a \) vector. \( \min fv \) and \( \max fv \) minimum and maximum value of the feature vector and \( n_{mx_{req}} \) and \( n_{mn_{req}} \) denotes the maximum and minimum normalization range. The eqn(7) is normalized the input feature values between the range from 0 to 1.

The representation of the score vector is denoted as \( sv = \begin{bmatrix} igs_a \\ chis_a \end{bmatrix} \) where the chi-square \( chis_a \) score and information gain \( igs_a \) vector is taken to rank the score vector \( sv_a \) by calculating the magnitude of both score vector \( |sv_a| \) by using the below eqn(8):

\[
|sv_a| = \sqrt{(igs_a)^2 + (chis_a)^2}
\tag{8}
\]

The magnitude values are compared with the values of the features. If a text feature value is higher than the appropriate magnitude \( |sv_a| \) value then it is considered as highest-ranked features. The selected significant parts are taken as the input to the FSOGRU network model. The functionalities of the classifier are explained in the subsequent section.

3.5 Deep Classification

The gated recurrent unit GRU network is an add-on version of long short-term memory (LSTM) network. The GRU network and LSTM work similar, but it doesn’t use cell layer to transfer data. The GRU network has several benefits over LSTM, such as less expensive and faster performance. During the network train, the current input is learned from its previous hidden layer node’s output. The minimal gated unit GU is similar to the fully connected gated unit. Still, this network is slightly

<table>
<thead>
<tr>
<th>Document 1</th>
<th>Term count</th>
</tr>
</thead>
<tbody>
<tr>
<td>she</td>
<td>1</td>
</tr>
<tr>
<td>said</td>
<td>1</td>
</tr>
<tr>
<td>im</td>
<td>1</td>
</tr>
<tr>
<td>very</td>
<td>1</td>
</tr>
<tr>
<td>upset</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Sample tf-idf based text feature extraction
different from fully connected GRU, which is the update and reset gate vector fused as forget gate. In this research, the FSOGRUNN has been utilized to identify students’ similar emotion to send feedback. Using the gradient descent optimize the GRU network to update network weight by back-propagating the network, but this approach simple and consumes lots of time to predict the desired output. According to the earlier study, the GRU perform well for text-based emotion analysis; however, it gives more loss rate in identifying text emotions. This GRUNN model issue has been reduced by incorporating the FSO optimizer’s objective function to improve the error rate. The FSO is one of the global optimization approaches, and it takes less computation time to reach global minima. The following derivations of the GRUNN classifier are used to detect the student’s text emotions:

\[
A = \begin{bmatrix}
A_{11} & A_{12} & \ldots & A_{1j} \\
A_{21} & A_{22} & \ldots & A_{2j} \\
\vdots & \vdots & \ddots & \vdots \\
A_{i1} & A_{i2} & \ldots & A_{ij}
\end{bmatrix}
\]  

(9)

where in eqn(9) the \( A \) denotes the various text feature vector, which contains \( i \) number of text features attribute values and \( j \) number of text emotions features and \( A_{ij} \) denotes the position of input text feature value. The minimal GRU generally uses sigmoid and tangent activation functions to decide state activation for each node operations:

\[
\begin{align*}
\text{for}_t &= g\left(W_{\text{for}}A_t + U_{\text{for}}h_{t-1} + b_{\text{for}}\right) \\
\sigma(ac) &= \left(1 + e^{-pc}\right)^{-1}
\end{align*}
\]

(10)

In eqn(10) the \( \text{for}_t \) denotes the forget gate value at time \( t \) and the symbol \( g \) denotes the sigmoid activation function gate, \( ac \) indicates the actual text emotion class value, and \( pc \) indicate the predicted emotion class value. The default threshold range of the sigmoid activation is denoted as sigmoid \( (0, 1) \), \( 0 \) represents an unsuccessful node, and \( 1 \) represents successful node but the values between \( >0 \) and \( <1 \) is considered for back-propagation. The \( W_{\text{for}}GP_t \) denotes the weight of each forget gate nodes of text emotions pattern at time \( t \), \( U_{\text{for}} \) denotes the learning rate of the forget gate, the \( h_{t-1} \) represents the currently hidden nodes input value and the \( b_{\text{for}} \) denotes bias assigned for each forget node. The forget gate node calculates the sigmoid value for each input text emotional conversation data and currently hidden nodes and parameters values. Finally, the sigmoid gate decides whether to keep node value or ignore based on the state activation threshold. In this research, this research gap in earlier study was resolved by a thorough learning methodology. The deep learning models (DNN) analyze students’ textual input so that they can automatically recognise the emotional state of each student and provide their feedback independently to each student group. The profound model includes several phases such as text data pre-processing, text extracting features, a selection of features from the derived emotional feature set and a profound classifier to identify the various emotions of the students. The next section examines the emotional detection models’ techniques:

\[
\begin{align*}
\hat{h}_t &= \partial_h \left(W_hA_t + U_h\left(\text{for}_t h_{t-1}\right) + b_h\right) \\
\partial(\text{av}) &= \frac{\sin(\text{av})}{\cos(\text{av})} = \frac{e^{\text{av}} - e^{-pc}}{e^{\text{av}} + e^{-pc}}
\end{align*}
\]

(11)
In eqn(11) the $\hat{h}_t$ denotes the candidate vector value at time $t$ and the symbol $\partial_h$ denotes the tangent activation function gate for each candidate, $ac$ denotes the actual class value of text emotion, and $pc$ denotes the predicted class value. This activation function decides the activation by using $\partial(a v)$ value, which is calculated by dividing the $\sin(a v)$ value and $\cos(a v)$ value. The tangent activation’s default threshold range is denoted as tangent (-1 1), -1 represents an unsuccessful node, and 1 represents a successful node, but the values between >-1 and <1 are considered for back-propagation. The $\langle W_h A_t \rangle$ denotes, the weight of each hidden candidate output node’s output of text emotions pattern at time $t$, and the $b_{i_h}$ denotes bias assigned for each hidden candidate node’s output. The candidate vector calculates the tangent value for each text data along with the current hidden node’s value and forgets the node’s value for each timestamp. Finally, the tangent gate decides whether to keep node value or ignore based on the state activation threshold:

$$o_t = (1 - for_t) \times h_{t-1} + for_t \times \hat{h}_t$$

(12)

In eqn(12) the $o_t$ denotes the output gate value at time $t$ and the symbol $\hat{h}_t$ denotes the candidate vector value at time $t$, the $W_h$ denotes the weight of each hidden candidate output node’s output, and the $b_{i_h}$ denotes bias assigned for each hidden candidate node output. Finally, the output gate node learns emotional text groups’ features successful based on forget node values and candidate vector value after the element wise multiplications. The output node stores predicted values for each text conversation data. The predicted value of the sigmoid gate and the tangent gate is near the activation threshold (appropriate text emotional class values); otherwise, it back-propagates the network using FSO until the specific timestamp gets over. The GRU network is a long-term short-term memory (LSTM) network add-on. GRU does similar work and LSTM however the cell layer is not used to transport data. The GRU network has various advantages over LSTM, including lower and quicker efficiency. The current input is learned from its hidden layer node output throughout the network train. The GU is the same as the fully linked GU unit. This network still works somewhat differently from GRU which is fully linked and fuses as forgotten gate to the updating and reset gate vector.

The fish swarm optimizer FSO has been incorporated in GRUNN model to update nodes weight by back-propagating the nodes during the model training. The fish swarm’s combined outcomes are target behaviour, random behaviour, teeming behaviour, tracking based convergence, and random behaviour. Position of the input node is represented as a text feature vector (attribute) $A$:

$$A = (a_{m1}, a_{m2}, \ldots, a_{mn})$$

(13)

Eqn(13), input text feature vector $A$ contains the extracted text feature information. The fitness function of the target (B) denoted as $A_m$:

$$d_{nm} = a_n - a_m$$

(14)

Hence, in eqn(14), the derivation of is used to calculate the distance between n and m of a specific attribute.

The target searching behaviour contains two conditions, in first condition if $f(B_n) = f(A_m)$ then, it is considered as convergence. So it takes values towards $A_m$ to $A_n$, otherwise randomly choose next state $A_n$:
\[ \tilde{A}_m = \begin{cases} \text{if } f(B_n) < f(A_m), & A_m + \text{step} \left(a \frac{A_m - A_m}{d_{mn}}\right) \\ \text{else,} & \text{random search} \end{cases} \]  

where \( \tilde{A}_m \) denotes the new state of the input attribute and the random interval value \((0,1)\). The eqn(15) is used to calculate the target behaviour function-based convergence.

This phase takes fitness value for centroid \( (B_{cen}) \) of the target attribute or neighbour attribute value \( Nei_{i atr} \) and the group factor of the target attribute. Checking \( \text{if } f(B_{cen}) / Nei_{i atr} < \partial aB_n \) , it takes the centroid \( (cen) \) of attributes; else, it remains in the target position. Where \( \partial \) represents group factor, the range values assigned as \( \in (0,1) \). The mathematical notation of the teeming behaviour-based optimization is denoted as follows:

\[ \tilde{A}_m = \begin{cases} \text{if } f(B_{cen}) / Nei_{i atr} < \partial aB_n, & A_m + \text{step} \left(a \frac{A_{cen} - A_m}{d_{m,cen}}\right) \\ \text{else,} & \text{targeting position} \end{cases} \]  

where eqn(16) is used to calculate the teeming behaviour-based function to convergence.

The phase computes local minima of a current neighbour of \( A_m \) based convergence approach. It checks if the target attributes local minima \( lm \) of current neighbours value is \( < \partial aB_m \) then takes towards local minima of current neighbour; otherwise, it chooses target behaviour value. The mathematical notation of the tracking behaviour-based optimization is denoted as follows:

\[ \tilde{A}_m = \begin{cases} \text{if } f(B_{lm}) / Nei_{i bh} < \partial aB_m, & A_m + \text{step} \left(a \frac{A_{lm} - A_m}{d_{m,lm}}\right) \\ \text{else,} & \text{targeting position} \end{cases} \]  

In eqn(17) is used to calculate the tracking based convergence functions. Generally, the fish selects position by visual range; likewise, the GRUNN classifier’s weight of nodes updating position value by choosing any one of the local minima of a neighbour as convergence value. During the model training, whenever the new text emotion arrives for training or testing, the new direction-finding behaviours (in eqn(20))of FSO in the GRUNN classifier help back-propagate the network node and update the weight to predict the most possible matching text emotion.

The above algorithm explains the step-by-step text analysis process for emotional group detection. Initially, the input text conversations datasets are collected from various data sources. The raw text data has been pre-processed to remove unwanted noise by using multiple NLP pre-processing steps. Next, the text features are extracted from the pre-processed text data using tf-idf extractor method. The extracted text-based feature dimensions are reduced by using chi-square based ranking approach. Finally, the selected features are taken as input to the FSOGRUnetwork model. TheGRU computes the sigmoid and tangent value for each information to active candidate vector input. The forget gate helps to remember the previous emotion class value to train the current emotion class. The candidate vector checks the current text match with any of the previously trained class value or not. If matches are found, then the output gate activates appropriate emotion class and sends feedback to all students in an emotional group. Otherwise, back-propagate the network nodes and update the node’s weight.
Algorithm 1. Deep FSOGRUNN algorithm

Input: text document / conversations
\[ t = A_{ij}, h = 0, b_i = U \text{=0.02} \] // Initialize the population size, hidden layer, bias value and learning rate
FOR each i=1 to m
FOR each j=1 to n
A=Remove_panch(A) // remove punctuations
A= Lower_case(A) // convert it as lowercase
A=Word_Slicing(A) // word splitting
A=padding(A) // zero padding
ExFeaV= Tf-idf( A_{ij} ) // text feature extractions
NormalizedAttributes values (NAV)= min_max(ExFeaV) // normalization
ChiSqr =Chi_square(NAV) // chi squared // Feature selections
Scr= Scoring (ChiSqr) // ranking // Feature selections
Inter_corre = Inter_correlations(Scr) // subset of contents. // Feature selections
\[ A_{ij} = \text{Inter\_corre} \]
END IF
END FOR
END FOR
FOR each t=1 to m
FOR each h=1 to n
\[ \sigma_g \left( W_{for} A_t + U_{for} h_{t-1} + b_{for} \right) \] //Compute the sigmoid value for forget gate value
\[ \partial_h \left( W_h A_t + U_h \left( for_t * h_{t-1} \right) + b_i \right) \] //Compute the tangent value for candidate gate value
IF ( \( \partial_h = 1 \) ) \&\& ( \( \sigma_g = 1 \) )
for_t // forget state activate
\[ \hat{h}_t \] // candidate vector state activate
\[ o_t = \left( 1 - for_t \right) * h_{t-1} + for_t * \hat{h}_t \] // update output date value
ELSE IF ( \( \partial_h > -1 \) ) \&\& ( \( \sigma_g > 0 \) )
FOR each i=1 to m
FOR each j=1 to n
\[ A_{m} = \begin{cases} \text{if } f\left( B_{ma} \right) \leq \partial aB_m, & A_m + \text{step } a \frac{A_{ma} - A_m}{d_{m,ab}} \text{ targeting position} \\ \text{else,} & \end{cases} \]
\[ A_t \left( t + 1 \right) = \frac{A_m}{A_m} \] //update network nodes weight by using the FSO-based back-propagating
END FOR
END FOR
for_t // forget state activate
\[ \hat{h}_t \] // candidate vector state activate
\[ o_t = \left( 1 - for_t \right) * h_{t-1} + for_t * \hat{h}_t \] // update output value
ELSE
\[ o_t = 0 \] // ignore
END IF
END FOR
END FOR
Output: Detected text emotional(Angry, Sad, Happy, Fear) groups.
using FSO until each input nodes reaches the desired output (emotional class). The subsequent section discusses the efficiency of the deep classification model. Unwanted text information is deleted from the original text documents in text pre-processing. Pre-processing consists of three phases: elimination of punctuation, transformation of the lower case, word slicing. The punctuations and certain characters of your text document will be deleted in the first step; subsequently, the punctuation free phrase will be transformed. Finally, with the aid of space each word in a phrase is cut. Then all the words in a phrase are added to match ‘0’ padding.

4. RESULTS AND DISCUSSIONS

This section discusses the Deep FSOGRUNN model-based text emotion detection approach and the evaluation performance evaluation results. The classifier’s efficiency is compared with other deep models based on the text emotion classification approach discussed in section 2. In this research, the Deep FSOGRUNN efficiency is compared with Bi-LSTM(20), BERT-LSTM(21), Bi-GRUN(31). The following evaluation metrics are utilized to evaluate Deep FSOGRUNN performance:

\[
\text{Accuracy} \left( \text{Acc} \right) = \frac{\text{TruePositive} + \text{TrueNegative}}{\text{TruePositive} + \text{TrueNegative} + \text{FalseNegative} + \text{FalsePositive}} \tag{18}
\]

\[
\text{Precision} \left( \text{Pr} \right) = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalsePositive}} \tag{19}
\]

\[
\text{TruePositive} \left( \text{TP} \right) = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalseNegative}} \tag{20}
\]

\[
\text{FalsePositive} \left( \text{FP} \right) = \frac{\text{FalsePositive}}{\text{TruePositive} + \text{FalsePositive}} \tag{21}
\]

\[
\text{Rootmean-square-error} \left( r^2 \right) = \sqrt{\frac{\sum_{r=1}^{N} \left( TV_r - PV_r \right)^2}{N}} \tag{22}
\]

\[
\text{mc}_{-} \text{LogLoss} = - \sum_{\mathcal{L}=1}^{\text{wc}} a_\mathcal{L} \log \left( p_\mathcal{L}, \mathcal{L} \right) \tag{23}
\]

where in eqn(22) \( TV_r \) denotes the actual value of the class label in \( r \)th position and \( PV_r \) denotes predicted value in \( r \)th position. N and n indicate the total number of gene patterns. The eqn(18),eqn(19),
and eqn(20) are various denotes accuracy matrices, which are used to calculate the efficiency values and eqn(21), eqn(22) are denotes indicating error rate metrics, which are used to calculate the error values. The eqn(23) is utilized to calculate the sum of log loss values across classes for each class prediction during the model training. Where ‘\( \mathcal{L} = 1, 2, ..., tc \)’ denotes the dimension \( n \) of visible nodes. The ‘\( \rho_{o} \)’ represents the probability observation of the predicted text emotion class and \( a_{o} \) is correctly predicted emotion class label of the observation ‘\( o \)’. In the multi-class classification, \( \mathcal{L} \) represents the class label, and the ‘\( tc \)’ denotes the total number of class labels.

Table 3 contains DFSOGRUNN model’s accuracy values for six different text emotion datasets. During the DFSOGRUNN model training and testing, the EmoInt (A), EmoBank (B), Preotiuc-Pietro (C), crowded flower (D), ISEAR (E), and SemEval Stance (F) datasets have obtained the maximum of 98.93%, 99.91%, 99.93%, 99.56%, 99.52%, and 99.91% average accuracy values respectively. All text emotion datasets the Preotiuc-Pietro (C) are obtained a maximum of 99.93% accuracy rate.

Figure 3 illustrate the accuracy curves of Deep FSOGRUNN classifier for six datasets. It clearly shows that the combined update and reset gates feature in forget gate of GRU Network model helps to remember the emotion class values efficiently for all the text emotion dataset.

Figure 4 demonstrates the accuracy value obtained by BERT-BILST, CNN-BiGRUN, CNN-BiLSTM, FSOGRUNN classifiers. It clearly shows that the proper utilization of Tf-idf based feature extraction \( M(T; DP) = \frac{1}{|D|} \sum_{t,d} tf(t, d) * \frac{1}{|D|} * idf(t) \) in FSOGRUN classifier has been obtained higher accuracy rate (99.52%) in identifying emotional groups than comparison approaches.

### Table 3. Summary of text emotion detection accuracy for Deep FSOGRUNN model (%)

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>98.93</td>
<td>99.71</td>
<td>99.33</td>
<td>99.16</td>
<td>99.34</td>
<td>99.22</td>
</tr>
<tr>
<td>75</td>
<td>98.74</td>
<td><strong>99.91</strong></td>
<td>99.46</td>
<td>98.88</td>
<td>99.45</td>
<td><strong>99.91</strong></td>
</tr>
<tr>
<td>100</td>
<td>98.32</td>
<td>99.22</td>
<td><strong>99.93</strong></td>
<td>99.93</td>
<td>99.29</td>
<td>99.72</td>
</tr>
<tr>
<td>150</td>
<td>98.34</td>
<td>99.51</td>
<td>99.85</td>
<td><strong>99.56</strong></td>
<td>99.39</td>
<td>99.79</td>
</tr>
</tbody>
</table>

Note*: The value in bold letter denotes the maximum accuracy values.
Figure 5 demonstrates the F-1 score value obtained by BERT-BILST, CNN-BiGRUN, CNN-BiLSTM, FSOGRUNN classifiers. It clearly shows that the proper utilization of NLP based pre-processing steps in FSOGRUN classifier has been obtained higher f1-score rate (99.39%) in identifying emotional groups than comparison approaches. It helps to allocate feedback to appropriate emotional group students.

Figure 6 demonstrates the precision value obtained by BERT-BILST, CNN-BiGRUN, CNN-BiLSTM, FSOGRUNN classifiers. The FSOGRUN classifier is obtained higher precision rate (99.44%) in identifying emotional groups than comparison approaches. It clearly shows that the proper utilization Chi-square based feature ranking approach \( \overline{sv_a} = \sqrt{(igs_a)^2 + (chis_a)^2} \) fit with FSOGRUN classifier to select the significant feature from the extracted text emotions details.

Figure 7 demonstrates the Root mean square error value obtained by BERT-BILST, CNN-BiGRUN, CNN-BiLSTM, FSOGRUNN classifiers. The FSOGRUN classifier has been obtained less error rate RMSE (0.44%) in identifying emotional groups than comparison approaches. It clearly shows that the tracking behaviour-based fitness function of FSO:

Figure 5. F-1 score comparison curve for EmoInt dataset

![Accuracy value for ISEAR (E) dataset](image)

![F1 score value for EmoInt dataset](image)
in GRUN updated the network weight correctly during the model training.

Figure 8 demonstrates the Log loss value obtained by BERT-BILST, CNN-BiGRUN, CNN-BiLSTM, FSOGRUNN classifiers. The FSOGRUN classifier has been obtained less loss rate (0.23%) by using the

$$mc_{LogLoss} = - \sum_{\ell=1}^{\ell_{w}} a_{\ell, \ell} \log \left(p_{\ell, \ell} \cdot \mathcal{L}\right)$$

derivation. It clearly shows that the proper pre-processing and feature extraction techniques in FSOGRUN help identify emotional groups instead of comparison approaches.

This section’s overall results and discussions prove that the FSOGRUN model has been fulfilled the research gaps in earlier studies, like covering emotional relationships between words. The
maximum accuracy (99.93%) and reduced loss rate (0.23%) proves that the classifier achieved the main objectives, such as improving efficiency and loss rate in emotion detection.

5. CONCLUSION

Thus, the above section discusses the evaluation results and efficiency of the FSOGRUN classifier. The proper utilization of NLP steps in the deep model helps cover the emotional relationship between words during the FSOGRUN model training and testing. The EmoInt (A), EmoBank (B), Preotiuc-Pietro (C), crowded flower(D), ISEAR (E), and SemEval Stance(F) datasets are obtained the maximum of 98.93%, 99.91%, 99.93%, 99.56%, 99.52%, and 99.91% average accuracy values respectively. Moreover, the tracking behaviour based fitness function of FSO in GRU-network helps obtain a minimum of 0.23% loss rate and a maximum of 99.93% accuracy than other classifiers. It proves that deep FSOGRU network classifier outperforms in detecting various emotional group students from text conversations to allocate feedback messages. The FSOGRUN system is designed to monitor students’ emotions by retrieving text responses from the Chabot and sending feedback messages to each emotion group. This text emotion detection helps to improve the learning process and reduces the difficulties in e-learning as well. The research has been extended to detect other human behaviour like opinion and sentiment analysis in the future.
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