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ABSTRACT

Discovering entity synonymous relations is an important work for many entity-based applications. Existing entity synonymous relation extraction approaches are mainly based on lexical patterns or distributional corpus-level statistics, ignoring the context semantics between entities. For example, the contexts around “apple” determine whether “apple” is a kind of fruit or Apple Inc. In this paper, an entity synonymous relation extraction approach is proposed using context-aware permutation invariance. Specifically, a triplet network is used to obtain the permutation invariance between the entities to learn whether two given entities possess synonymous relation. To track more synonymous features, the relational context semantics and entity representations are integrated into the triplet network, which can improve the performance of extracting entity synonymous relations. The proposed approach is implemented on three real-world datasets. Experimental results demonstrate that the approach performs better than the other compared approaches on entity synonymous relation extraction task.
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INTRODUCTION

An entity synonymous relation is a semantic relationship between a pair of terms representing the same entity in the real world with the same or similar meaning (Abu-Salih, 2021; Qu et al., 2017; Shen et al., 2019). For example, \( \text{United States} \rightarrow \text{USA} \) is a pair of entity synonymous relation, since the “United States” and the “USA” both represent the same country: The “United States of America.” In the specific applications, entity synonymous relations play an important role in many entity-based tasks, such as taxonomy construction (Abu-Salih et al., 2018; Huang et al., 2019; Huang et al., 2020; Wang et al., 2019), document retrieval (Kong et al., 2019; Liu et al., 2016; Wongthongtham et al., 2018; Yin et al., 2016), and topic detection (Padmanabhan et al., 2017; Xie et al., 2015). Therefore, extracting entity synonymous relations automatically is a crucial work for many downstream applications.

In previous work, the entity synonymous relation extraction approaches are mainly using lexical patterns or distributional corpus-level statistics:
Lexical Pattern-Based Approaches: Such approaches employ lexical patterns to mine entity synonymous relations from texts (Nguyen et al., 2017; Simanovsky et al., 2011; Wang et al., 2010). For example, given a lexical pattern “X is referred to Y” and a sentence “The acetylsalicylic acid is often referred to as the aspirin,” it is possible to use the above lexical pattern to infer that “acetylsalicylic acid” and “aspirin” are synonymous.

Distribution-Based Approaches: Such approaches exploit distributional corpus-level statistics to mine entity synonymous relations from texts (Chakrabarti et al., 2012; Qu et al., 2017; Turney, 2001). Based on the distributional hypothesis (Harris, 1954), the distribution-based approaches hold that terms that often appear in similar or same contexts are likely to be synonymous (Qu et al., 2017).

However, the above approaches have the following limitations:

- **Low Coverage and Weak Ability in Processing Complex Texts:** Lexical pattern-based approaches use the lexical patterns to mine the entity synonymous relations and thus result in low coverage. This is because it is difficult for the lexical patterns to effectively obtain entity synonymous relations from complex text.
- **Low Precision and Wrong Entity Synonymous Relation Label:** Distribution-based approaches may bring some noise. Some nonsynonymous entities can also appear in similar or same contexts. For example, “UK” and “USA” often appear in similar contexts, which could be labeled as a wrong entity synonymous relation pair.
- **Little Attention Paid on Context Semantics:** Lexical pattern-based and distribution-based approaches pay less attention on context semantics, and thus it is difficult to balance precision and recall.

In order to address the above limitations, this paper proposes an entity synonymous relation extraction approach based on context-aware permutation invariance. Specifically, the triplet network is employed to learn the permutation invariance (Huang et al., 2020; Shen et al., 2019) between the entities, and the entity relational contexts are employed to enhance the synonymous training signals in the triplet network. The main contribution of the paper is as follows:

- An improved triplet network framework is proposed to capture the permutation invariance between the entities, which is capable of learning whether two given entities possess synonymous relation.
- The relational context semantics among entities are integrated into the triplet network framework. The authors not only use the representations of entities, but also the relational context semantics among entities to capture the synonymous training signals, which is capable of improving the performance of the triplet network framework in mining entity synonymous relations.
- The authors conduct our proposed on three real-world datasets. Experimental results demonstrate the effectiveness of their approach, which outperforms the other compared approaches on entity synonymous relation extraction task.

The rest of the paper is structured as follows: The second section introduces the related work; the third section presents some terminologies and a basic idea of the paper; the fourth section details an implementation process of the authors’ approach; the fifth section reports the experimental results; finally, the sixth section gives a conclusion of the paper.
RELATED WORK

Pattern-Based Approaches

In the early studies, researchers used manually designed textual patterns to extract synonyms from corpus (Roller et al., 2018; Wang et al., 2010). For example, from the sentence “X is referred to Y,” where X and Y are nouns or noun phrases, it is possible to infer that X and Y have a synonymous relation. However, it is time-consuming and laborious to manually design synonymous textual patterns. Therefore, the subsequent studies mainly focus on how to automatically construct synonymous textual patterns from the corpus.

Wang et al. (2010) proposed a method to automatically extract synonymous and antonymous patterns from the corpus. They combined multiple different patterns to improve the coverage of extracting synonyms and antonyms. Simanovsky et al. (2011) first extracted the seed synonyms from Wikipedia and employed these seed synonyms to automatically generate synonymous patterns. Then, they evaluated the confidence of each synonymous pattern and exploited the high confidence synonymous patterns to extract novel synonyms from the corpus. In order to capture more synonymous and antonymous pattern features, Nguyen et al. (2017) integrated pattern paths and neural networks to extract synonyms and antonyms.

Distribution-Based Approaches

The distribution-based approaches employ corpus-level statistics information to extract synonyms from the corpus. Such approaches assume that terms appearing in the same or similar context are more likely to have approaches relation (Qu et al., 2017).

In order to capture more synonymous features from textual patterns and distributional statistics, Qu et al. (2017) employed distance supervision to extract seed synonyms from the knowledge base and integrate distributional statistics and textual patterns to automatically discover synonyms from the corpus. Turney (2001) proposed an unsupervised synonym recognition method based on pointwise mutual information (PMI) and information retrieval (IR). In this method, the candidate words with the most similar meaning to the target words are selected as synonyms of the target words by using PMI-IR algorithm. Chakrabarti et al. (2012) used two similar functions for building an extraction framework of extracting synonyms, and applied MapReduce to this framework to extract synonyms efficiently, scalable, and large-scale.

Encyclopedia-Based Approaches

Encyclopedia resources (e.g., infoboxes) are good data sources for semantic relation extraction (Sottovia et al., 2019). Some researchers have investigated the automatic synonym extraction from the encyclopedia by using textual patterns and statistics information.

Sottovia et al. (2019) proposed a method to acquire synonymous attributes from Wikipedia infoboxes. They employed cooccurrence degree and similar values to identify clusters of synonymous infobox attributes. Lu and Hou (2008) proposed an automatic Chinese synonym extraction method based on Wikipedia. First, they designed some acquiring patterns to extract synonyms from the definition content. Second, they employed the PageRank algorithm to generate synonyms from the associated word graph. Jagannatha et al. (2015) extracted and ranked candidate biomedical synonyms from inter-wiki links of Wikipedia. They employed distributed word representation and pseudo relevance feedback to improve the quality of synonyms.

Discussion

In the previous subsections, the authors reviewed three entity synonym extraction approaches. The pattern-based approaches can achieve high precision; however, such approaches suffer from low coverage. The distribution-based approaches often suffer from low precision because some nonsynonymous terms (e.g., “banana” and “apple”) may have similar contexts. The encyclopedia-
based approaches usually extract entity synonym relations from a single resource (e.g., infoboxes or inter links), which may result in low coverage.

In this paper, the authors focus on the problem of extracting entity synonymous relations via context-aware permutation invariance. The researchers employ the triplet network to capture the permutation invariance between the entities, which is capable of learning whether two given entities possess synonymous relation. Moreover, to track more synonymous training signals, they integrate the relational context semantics and entity representations into the triplet network, which is capable of improving the performance of our approach on the entity synonymous relation extraction task.

**Terminologies and Problem Definition**

This section gives several terminologies and a problem definition for the proposed approach.

- **Synonymous Relation:** A synonymous relation is a semantic relationship between a pair of terms with the same or similar meaning in the real-world (Shen et al., 2019). For example, “willpower” and “strength of will” are synonymous, which refer to a very strong determination to do something; “United States” and “USA” are synonymous, which refer to the same country.

- **Entity Synonymous Relation:** An entity synonymous relation is a semantic relationship between a pair of terms representing the same entity in the real world (Qu et al., 2017). For example, “caustic soda” and “sodium hydroxide” are synonymous because the “caustic soda” is the alternative name of the inorganic compound entity “sodium hydroxide;” “aspirin” and “acetylsalicylic acid” are synonymous because the “aspirin” is the alternative name of the drug entity “acetylsalicylic acid.”

- **Permutation Invariance of Synonymous Entities:** Based on the definition of entity synonymous relation, the permutation invariance of synonymous entities is obvious (Shen et al., 2019). Given two entities $e_i$ and $e_j$, if $e_i$ and $e_j$ are synonymous, then $e_i$ and $e_j$ are capable of replacing each other in real-world language expression. For example, the synonymous entities “mom” and “mother” both can appear in the asterisk of a sentence “Her * seemed very amiable.”

- **Problem Definition:** Based on the above terminologies, the problem of the paper is formally defined as follows: Given a plain text corpus $C$ and an entity vocabulary $E$ mined from $C$, the authors’ problem focuses on extracting the entity synonymous relation pairs from $E$.

**APPROACH**

Figure 1 shows the overall framework of the authors’ approach. First, they generate entity synonymous relation training pairs based on distant supervision and knowledge bases. Second, they present an entity relational contexts acquisition method. Third, the researchers integrate the acquired entity relational contexts into the triplet network classifier to learn whether two given entities possess synonymous relation.

**Generating Entity Synonymous Relation Training Pairs**

In order to generate training datasets automatically, Minize et al. (2009) proposed a distant supervision strategy to retrieve training datasets from existing knowledge bases and plain text corpus. The workflow of distant supervision consists of three steps (Qu et al., 2017). First, entity mentions are discovered in plain text corpora. Second, based on an existing knowledge base, the discovered entity mentions are mapped to the entities involved in the knowledge base. Third, the training datasets are collected from the knowledge base. In this paper, the authors acquire the entity synonymous relation training pairs from the distant supervision acquisition (e.g., entity synonym sets) collected by Qu et al. (2017) and Shen et al. (2019).
Given an entity synonym sets $\text{EntSynSet} = \left( S_1, \cdots, S_k, \cdots, S_N \right)$, for each entity synonym set $S_k = \left( e_1, \cdots, e_n \right)$ in $\text{EntSynSet}$, the authors first select two entities $e_i$ and $e_j$ from $S_k$ and regard $\left( e_i \xrightarrow{\text{Syn}} e_j \right)$ as a positive entity synonymous relation training pair. Then, they select $2^m$ negative entities $e_k^{\text{Neg}}$ from $\text{EntSynSet} = \left( S_1, \cdots, S_{k-1}, S_{k+1}, \cdots, S_N \right)$, and construct $2^m$ negative entity synonymous relation training pairs: $\left( e_i \xrightarrow{\text{Non-Syn}} e_k^{\text{Neg}} \right)$ and $\left( e_k^{\text{Neg}} \xrightarrow{\text{Non-Syn}} e_j \right)$.

**Acquiring Entity Relational Contexts**

In this section, the authors employ associated link network (ALN) (Luo et al., 2011) and relational paths (Wang et al., 2020) to acquire entity relational contexts. Specifically, they first build ALN from a plain text corpus. Then, they exploit the relational paths of the entities involved in ALN to acquire entity relational contexts.

ALN aims to establish the relationship between terms involved in a plain text corpus, which is mainly composed of key elements and semantic chains. The key elements are terms such as entities and keywords, and the semantic chains are used to express the strength of association between key elements. As Figure 2 shows, the ALN is built based on association rules and context similarity.
Step 1: Building basic ALN. The TF-IDF algorithm is employed to extract key elements from a text corpus. The association rules mining algorithm (Han et al., 2000) is used to construct basic ALN:

\[
ALN = \{Terms, Links\} \tag{1}
\]

\[
Terms = \{t_1, \ldots, t_N\} \tag{2}
\]

\[
Links = \begin{pmatrix}
l_{11} & \cdots & l_{1N} \\
\vdots & \ddots & \vdots \\
l_{N1} & \cdots & l_{NN}
\end{pmatrix} \tag{3}
\]

where Terms is a set of key elements, Links are the strength of semantic chains between semantic elements, and \( N \) is the number of semantic elements.

Step 2: Calculating semantic chain strength. The context similarity method is used to calculate the semantic chain strength between key elements:

\[
l_{ij} = \text{sim}(t_i, t_j) = \frac{v_{r(i)}^T v_{r(j)}}{v_{r(i)}^T v_{r(i)}} \tag{4}
\]

where \( v_{r(i)} \) and \( v_{r(j)} \) are the word representations of semantic elements \( t_i \) and \( t_j \).

Based on the above ALN, the authors exploit the relational paths of the entities involved in ALN to acquire entity relational contexts. Given an entity synonymous relation training pair \( e_i \xrightarrow{\text{sym}} e_j \), they retrieve all one-hop and two-hop relational paths from \( e_i \) to \( e_j \) in ALN. Each entity involved in the one-hop, and two-hop relational paths is considered as the entity relational contexts of \( e_i \) and \( e_j \). For example, as Figure 3 shows, the entity relational contexts of “United States” are “Government, President, Citizen,” and the entity relational contexts of “USA” are “President, Green card.”

Building Context-Aware Triplet Network Classifier

In this section, the authors present a context-aware triplet network classifier to discover entity synonymous relations. In the classifier, the triplet network is employed to learn the permutation invariance between the synonymous entities, while the entity relational contexts are exploited to enhance the synonymous training signals in the triplet network.

As Figure 4 illustrates, the context-aware triplet network classifier \( f(N, M) \) uses not only the representations of entities, but also the relational context semantics among entities to capture the permutation invariance between synonymous entities.
Step 1: Given an entity pair \( (N, M) \), the entity relational contexts between \( N \) and \( M \), and an embedding lookup table, the classifier \( f(N, M) \) obtains \( e_N \) (an embedding of entity \( N \)), \( e_M \) (an embedding of entity \( M \)), \( e_{NC} \) (the embeddings of entity relational contexts for entity \( N \)), and \( e_{MC} \) (the embeddings of entity relational contexts for entity \( M \)).

Step 2: The authors employ a triplet network (triplet siamese network with five hidden layers) to capture the permutation invariance between synonymous entities. The inputs of the triplet network are \( R_{NC} \), \( R_{NMC} \) and \( R_{MC} \), where \( R_{NC} = e_N \oplus e_{NC} \), \( R_{NMC} = e_N \oplus e_{NC} + e_M \oplus e_{MC} \) and \( R_{MC} = e_M \oplus e_{MC} \). The outputs of the triplet network are hidden representations \( H_{NC} \), \( H_{NMC} \) and \( H_{MC} \).

Step 3: The classifier \( f(N, M) \) first computes the difference between \( H_{NMC} \) and \( H_{NC} \), and the difference between \( H_{NMC} \) and \( H_{MC} \). Then, the classifier \( f(N, M) \) feeds these two differences into a sigmoid unit to get probability:

\[
f(N, M) = \text{sigmoid} \left( (H_{NMC} - H_{NC}) + (H_{NMC} - H_{MC}) \right)
\]  

(5)

Given a dataset of entity synonymous relation training pairs \( \{(u_i, v_i, y_i)\}_{i=1}^K \), the researchers train the context-based triplet network classifier by using the log cross-entropy loss:
Figure 3. Examples of the relational paths between entities involved in ALN

Figure 4. The architecture of the context-aware triplet network classifier
\[
\mathcal{L} = -\frac{1}{K} \sum_{i=1}^{K} \left[ \log \left( f \left( u_i, v_i \right) \right) * y_i + \log \left( 1 - f \left( u_i, v_i \right) \right) * \left( 1 - y_i \right) \right]
\]

where \( K \) is the number of entity synonymous relation training pairs. \( y_i \) equals to 1 if \( u_i \) and \( v_i \) are synonymous and to 0 otherwise.

EXPERIMENT

Experimental Setup

Datasets

Based on the datasets released by Qu et al. (2017) and Shen et al. (2019), the authors generate three entity synonymous relation training datasets named NYT-Pairs, Wiki-Pairs, and PubMed-Pairs. As listed in Table 1, the details of the three datasets are as follows:

- NYT-Pairs are generated based on NYT corpus that is sampled from 2013 New York Times using Freebase (https://developers.google.com/freebase/) knowledge base and entity linker DBpedia Spotlight (Daiber et al., 2013).
- Wiki-Pairs are generated based on Wiki corpus that is sampled from Wikipedia using Freebase knowledge base and DBpedia Spotlight.
- PubMed-Pairs are generated based on PubMed corpus that is extracted from the paper abstracts of PubMed using UMLS (Bodenreider, 2004) knowledge base and entity linker PubTator (Wei et al., 2012).

Compared Approaches

The authors compare our approach with the following approaches:

- **Word2Vec-KNN**: A supervised approach, which uses the embeddings of Word2Vec (Mikolov et al., 2013) as input, and trains a nearest neighbor classifier for entity synonymous relation extraction.
- **Word2Vec-SVM**: A supervised approach, which uses the embeddings of Word2Vec as input, and trains an SVM classifier for entity synonymous relation extraction.
- **Word2Vec-BP**: A supervised approach, which uses the embeddings of Word2Vec as input, and trains a back propagation neural network classifier for entity synonymous relation extraction.
- **SynSetMine-IIP**: An instance-instance pair prediction approach (Shen et al., 2019), which uses the embeddings of Word2Vec as input, and trains a set-instance classifier for instance-instance synonymous relation pair extraction.
- **The Authors’ Approach**: The authors’ proposed approach, which uses the embeddings of Word2Vec as input, and trains a context-aware triplet network classifier for entity synonymous relation extraction.

Parameter Settings and Evaluation Metrics

For the sake of fair comparison, all the compared approaches use the Word2Vec embeddings released by Shen et al. (2019). For the embeddings of the entity relational contexts, the authors employ the skip-gram model (Mikolov et al., 2013) to train the embeddings on NYT, Wiki and PubMed, respectively. The authors use a five-fold validation method to tune the model parameters. The architecture of the
triplet network is five hidden layers fully connected neural network. The layer sizes of the triplet network are 300, 600, 1200, 600, and 300. The researchers use an Adam optimizer to optimize our proposed approach and set the initial learning rate to 0.001.

In order to evaluate the performance of each approach on entity synonymous relation identification, they report the macro average of precision (P), recall (R), and f1 score (F1), and present the precision-recall curves. In addition, the authors report the precision of top-N (P@N) entity synonymous relations produced by each approach.

**Experimental Analysis**

**Overall Comparison**

Table 2 shows the macro average of precision, recall, and f1 score for the compared approaches on three datasets. In general, it is possible to observe that the authors’ approach with a context-aware triplet network classifier performs better than the other compared approaches in terms of precision, recall, and f1 score. The performance of Word2Vec-KNN on three datasets is much lower than the authors’ approach. This means that a more refined classifier is needed to capture synonymous features from texts. Compared with Word2Vec-SVM, our approach has a significant improvement in recall and f1 score, but the improvement in precision is not significant. For example, the recall and f1 score of the authors’ approach on WiKi-Pairs are 0.919 and 0.916, improved by 0.069 and 0.05 than Word2Vec-SVM, while the precision only improved by 0.02. For Word2Vec-BP and SynSetMine-IIP, the performance of SynSetMine-IIP is higher than Word2Vec-BP, but lower than the authors’ approach. Although the set-instance classifier for SynSetMine-IIP is capable of capturing the permutation invariance information, it needs additional context information to improve the performance of entity synonymous relation identification. This demonstrates that the context-aware triplet network classifier in the authors’ approach can capture more synonymous training signals for identifying entity synonymous relations.

Figure 5 displays the precision-recall curves of the authors’ approach and compared approaches. Compared with Word2Vec-KNN, Word2Vec-BP and SynSetMine-IIP, the precision of the authors’ approach on three datasets performs better over the entire range of recall. Compared with Word2Vec-SVM, the authors’ approach achieves higher precision on NYT-Pairs and PubMed-Pairs over the entire range of recall. An exception is that Word2Vec-SVM achieves slightly higher precision on WiKi-Pairs when the recall is range from 0.61 to 0.70. In general, it is possible to observe that the performances of the authors’ approach outperform the compared approaches. It demonstrates that the context-aware triplet network classifier is beneficial for identifying entity synonymous relations.

Table 3 lists the precision values for the identified 100, 200, and 300 entity synonymous relations. These values highlight that the authors’ approach performs better than the other compared approaches. Word2Vec-SVM and Word2Vec-BP achieve better precision than Word2Vec-KNN. This
means that a more refined classifier can identify more valid entity synonymous relations. However, the performances of Word2Vec-SVM and Word2Vec-BP are lower than the authors’ approach. For example, the P@200 of Word2Vec-SVM on WiKi-Pairs and the P@300 of Word2Vec-BP on PubMed-Pairs are 0.885 and 0.890, while those of the authors’ approach are 0.935 and 0.947, improved by 0.050 and 0.057, respectively. Compared with SynSetMine-IIP, the authors’ approach performs better on NYT-Pairs and WiKi-Pairs. The P@100 and P@300 of SynSetMine-IIP on PubMed-Pairs are equal to the authors’ approach, but the P@200 is lower than the authors’ approach. The above analysis illustrates the effectiveness of context-aware triplet network classifier on entity synonymous relation extraction task.

**Ablation Study**

In order to illustrate the effectiveness of entity relational contexts for entity synonymous relation identification, the authors implement a variant of their proposed approach named Ours-NoC, which uses the embeddings of Word2Vec as input, and trains a triplet network classifier without entity relational contexts. Tables 4 and 5 and Figure 6 show the experimental results of the authors’ approach and ablation approach. They evidence that the performance of the authors’ approach outperforms Ours-NoC. Especially, the f1 score and P@300 of the authors’ approach on WiKi-Pairs are 0.916 and 0.920, improved by 0.023 and 0.04 than Ours-NoC, respectively. This again demonstrates that the entity relational contexts are beneficial for identifying entity synonymous relations.
Analysis of Different Triplet Network Architectures

To further evaluate the effect of different triplet network architectures, the authors implement their approach with different hidden layer sizes. They denote the different hidden layer sizes as \(x, 2x, 4x, 2x, x\), where \(x = \{100, 200, 300, 400, 500\}\). Figure 7 displays the macro average of precision, recall, and f1 score for the different triplet network architectures on three datasets. It is possible to observe that the performance of each architecture is growing as the \(x\) changes from 100 to 300. However, with the growth of hidden layer size, the performance of each architecture tends to be stable. Thus, the authors think that the size of the hidden layer in the range of 300 to 400 is enough to capture the synonymous signals for identifying entity synonymous relations.

Case Study

Finally, the authors present some extraction examples for the case study. As Table 6 illustrates, each dataset shows five examples, due to space constraints. The Table highlights that the authors’ approach is capable of predicting most of the positive or negative entity synonymous relation pairs. For example, the prediction result of “planet earth” and “globe” is a positive pair, and “endocrine disease” and “quadriceps muscle” is a negative pair. However, there are still some wrong examples in the case study. For example, the ground truth of “spectacles” and “eyeglasses” is a positive pair, but the prediction result is a negative pair. This is because some words (e.g., “spectacles”) rarely appear in the texts, so the authors’ approach cannot capture enough synonymous signals to recognize entity synonymous relations.

CONCLUSION

In this paper, an entity synonymous relation extraction approach is proposed based on context-aware permutation invariance. The authors exploit a triplet network to learn the permutation invariance between the entities and integrate the entity relational contexts to discover entity synonymous relations. The main work is summarized as follows.
An improved tripartite network framework is proposed to identify entity synonymous relations. The framework captures the permutation invariance between entities and determines whether two given entities possess synonymous relation.

The relational context semantics and entity representations are integrated into the triplet network, which is capable of capturing more synonymous training signals to improve the performance of the triplet network framework in mining entity synonymous relations.

The authors’ approach is implemented on three real-world datasets. Experimental results illustrate that the authors’ approach performs better than the other compared approaches on entity synonymous relation extraction task.
In the future, the authors plan to apply their approach to Chinese real-world datasets, and would like to explore their approach in other research areas (e.g., hypernym-hyponym relation extraction).
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