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ABSTRACT

The forecasting model used random forest algorithm. From the outcomes, it has been found that the regression models utilize basic linkage works and are exceptionally solid for forecast of COVID-19 cases in different countries as well as India. The current share of worldwide COVID-19 confirmed cases has been predicted by taking the world population, and a comparative study has been done on COVID-19 total case growth for the top 10 worst-affected countries including US and excluding US. The ratio between confirmed cases vs. fatalities of COVID-19 is predicted, and in the end, a special study has been done on India where the authors have forecasted all the age groups affected by COVID-19. Then they have extended the study to forecast the active, death, and recovered cases in India and compared the situation with other countries.
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INTRODUCTION

In late December 2019, a novel coronavirus family (COVID-19) was identified by the World Health Organization (WHO) with a high degree of transmission in Wuhan, China. COVID-19 is realized by the contamination known as Severe Acute Respiratory Syndrome coronavirus 2 (SARS-CoV-2) developed by the Coronavirus Study Group of the International Committee on Taxonomy of Viruses (ICTV) (Gorbalenya et al., 2020). The starting point of this infection is not yet affirmed; however, a sequence-based investigation recommends bats as a potential key repository (Shereen et al., 2020; Cui et al., 2019). The novel COVID-19 has been a genuine danger to public health. Strict measures are being taken, for example, isolate, social-distancing, quarantine, physical distancing, community observation, to limit the COVID-19 episode by late February. A few sorts of COVID-19 can influence
animals, and now and then, on uncommon events, COVID-19 spread animal species into the human population. The novel COVID-19 may have spread from an animal into a human. An ongoing report has indicated that once the COVID-19 flare-up begins, it will take about a month to overpower the medicinal services framework. When the clinic limit gets overwhelmed, the demise rate bounces (Conghby et al., 2020). In healthcare, an exact forecast is fundamental for the proficient administration of patients while organizing care to the needier. To help in anticipation, a few forecast models have been created utilizing different techniques and tools, including machine learning (Chen et al., 2017; Tseng et al., 2019). In the present work, the regression model is used to forecast the total number of active deaths, recovered cases around the globe in COVID-19. Predicting the total number of COVID-19 infected patients recovered is part of the dataset (https://www.kaggle.com/c/COVID19-global-forecastingweek-5/data). Deaths have occurred in several hotspot countries, including China, the United States, the United Kingdom, Italy, Germany, and others. We have addressed the current proportion of worldwide COVID-19 confirmed cases by taking the world population. We have done comparison research on COVID-19 total cases increase for the top 10 worst impacted nations, including the US and excluding the US. The ratio between confirmed cases vs fatalities of COVID-19 is predicted. The main objectives of this paper are:

- Covid-19 affected Indian patient data analysis.
- Forecast all the age groups affected by COVID-19.
- Analysis to forecast the active, death, and recovered cases, especially in India.
- Compare the situation with other countries around the globe.

BACKGROUND

Machine learning is a field of man-made consciousness where PCs recreate the procedures of human insight and can blend complex data from enormous information sources in a brief time (Benke et al., 2018). Though there have been a couple of expectation instruments on COVID-19, just a bunch have used machine learning (Wynants et al., 2020). As far as we could know, by a wide margin, there is no openly accessible COVID-19 visualization forecast model or device from everybody of affirmed cases utilizing AI. We endeavor to apply AI on the freely accessible COVID-19 information at the network level from South Korea to foresee mortality. Li et al. (2020)used a Gaussian distribution to examine COVID-19 transmission in Hubei Province of China and created forecasts on the epidemic patterns in South Korea, Italy, and Iran; the outcomes show the advancement of the scourge, finding that monumental controls would have a considerable effect. Fanelli et al. (2020)built up a numerical model comprising susceptible-infected-recovered-deaths (SIRDs) to break down the outbreak of the COVID-19 disease in China, Italy, and France, and the outcomes describe that the recovery rate in the nations is the equivalent. In contrast, the infection and mortality rates appear to be different. Petropoulos et al. (2020)introduced an objective approach to predict the continuation of worldwide COVID-19 utilizing models from the exponential smoothing family; the outcomes give a forecast timeline for appropriate planning and decision making. In the previous few months, scientists have created or utilized existing mathematical and statistical strategies to anticipate the quantity of COVID-19 cases and their related results. The fractional time delay dynamic system (FTDD) reflects great forecast understandings of the available information (Chen et al., 2020). The generalized logistic model (GLM) demonstrates that scourge development was exponential in china (Roosa et al., 2020). In light of the forecast, the circumstance will be exacerbated in Europe, and the US will become the epicenter of new cases during the mid of April 2020 (Kumar et al., 2020).Ahmadi et al. (2020)analyzed the prediction of conclusive instances of COVID-19 in Iran through numerical models, and the outcomes show that, via
completing consistency and public behavior interventions, it is possible to control and lessen the COVID-19 epidemic from April 28 to July 2020 in Iran through the Gompertz model. Then again, among computational models to simulate and predict non-linear behaviors, the inverse Artificial Neural Network (ANNi) has as of late exceeded expectations. In writing, the ANNi computational model has simulated and predicted values of interest in engineering fields. As announced by Márquez-Nolasco et al. (2020), created two inverse artificial neural network models to simulate and predict the temperature of a thermal absorber. The outcomes show a decent simulation of the process ($R^2 > 0.99$). The estimation made it possible to get higher qualities both in the internal heat and outlet temperature as for those obtained experimentally. Researchers across the world have conducted various studies to estimate the possible impact of COVID-19. Kumar et al. (2020) have used the ARIMA model to forecast the outbreak in the top 15 countries. Dehning et al. (2020) used Bayesian inferences with epidemiological parameters to analyze the time dependence of the effective growth rate of new COVID-19 infections in Germany. For the epidemic curve, Yang et al. 2020 used the modified SEIR model. They used a 2003 SARS data training artificial intelligence method to forecast the outbreak. Sujatha et al. 2020 proposed a system that could be useful in predicting the extent of COVID-19 by using vector autoregression, Multilayer Perceptron, and linear regression to forecast the epidemiological trend of the infection and the rate of COVID-19 cases in India. Bhatnagar et al. 2020 presented a numerical model for projecting COVID-19 distribution in nations using several factors, and their model was evaluated using actual country data. The major studies include stochastic simulations (Boldog et al., 2020), Weibull distribution model (Akhmetzhanov et al., 2020), exponential growth model (Eubank et al., 2004), lognormal distribution (Lauer et al., 2020) and others Liu et al. (2020). The studies were able to predict an average incubation period of 5.1 days and a total of 14 days quarantine necessary for analyzing the virus within a person (Boldog et al. 2020). But none of these studies could estimate the exact reproduction rate, and hence not much has been done to predict how the virus will affect in the coming weeks. Also, all of the studies have been done on China, and not much work has been done concerning the Indian sub-continent.

METHODOLOGY

Regression Model

Regression analysis is a type of predictive modeling method which researches the connection between a dependent (target) and independent variable(s) (indicator). This procedure is utilized for forecasting, time series demonstrating, and finding the causal effect between the factors. Regression analysis is a powerful instrument for displaying and dissecting information.

Here, we fit a curve/line to the data points so that the differences between the distances of data points from the curve or line are minimized.

There are multiple benefits of using regression analysis. They are as follows:

1. It shows the significant relationships between dependent and independent variables.
2. It shows how strong the relationship between multiple independent variables with one dependent variable is.

Regression analysis also permits us to consider the impacts of factors estimated on various scales, such as value changes and the number of limited-time exercises. These advantages help economic researchers dispose of and assess the best arrangement of factors to build predictive models.
RANDOM FOREST ALGORITHM

A Random Forest is an outfit procedure for performing regression and classification using various decision trees and a strategy called Bootstrap and Aggregation, regularly known as Bagging. The essential thought behind this is to consolidate numerous decision trees in deciding the final output instead of depending on singular decision trees. Random Forest has different Decision Trees as base learning models. We arbitrarily perform row sampling and feature sampling from the dataset shaping simple datasets for each model. This part is called Bootstrap.

- **Ensemble Techniques**: An Ensemble technique is a strategy that unites the desires from various Machine Learning calculations to make more accurate estimates than any individual model. A model incorporating different models is called an Ensemble model.
- **Bootstrap Aggregation (Bagging)**: The term “bootstrap” refers to irregular sampling with substitution. Bootstrap allows us to comprehend the bias and variance in the dataset more likely. Bootstrap includes random examining of a small subset of information from the dataset. A general system can be utilized to decrease the fluctuation for that algorithm with significant change, ordinarily decision trees. Bagging makes each model run freely and afterwards totals the output towards the end without bias to any model. Random forest is a Supervised Learning algorithm that utilizes ensemble learning techniques for classification and regression. It works by developing a massive number of decision trees at preparing time and yielding the class with most categories (classification) or means prediction (regression) of the individual trees.

A random forest is a meta-estimator (for example, it joins the consequence of numerous forecasts) which totals multiple decision trees, with some accommodating adjustments:

1. The number of features that can be split at each node is constrained to some aggregate level (the hyperparameter). This guarantees the ensemble model does not depend too heavily on any individual component and utilizes all conceivably prescient features.
2. Each tree draws a random feature from the original dataset while creating its splits, including a different component of irregularity that prevents overfitting:

Random forest = Decision Tree(base learner) + bagging (Row sampling with arrangements) + feature bagging (column sampling) + aggregation (average/median, maximum votes)

The following steps indicate the working of the Random Forest algorithm.

**Random Forest Algorithm**

**Step 1**: Select random samples from a dataset.
**Step 2**: Here, we construct a decision tree for every sample and then collect the predictions from each decision tree.
**Step 3**: Here, voting is performed for every prediction result.
**Step 4**: At last, the highest voted result is considered to be the final result.

The above algorithm implies that, at first, test features and rules of each randomly created decision tree are used to forecast the results and store the targeted outcome. Then, the votes of each predicted target are calculated. The highly voted estimated target is then used as the final forecast of the random forest algorithm.
Mathematical Representation of Random Forest Algorithm

**Gini Index**

\[ Gini = 1 - \sum_{j} p_j^2 \]

To compute Gini impurity for a set of items with \( j \) classes, assume I belong to \( \{1, 2, 3, \ldots, J\} \), let \( P_i \) be the fraction of items labeled with class \( i \) in the set, and \( P_j \) is the probability of occurrence of a feature. Figure 1 depicts a random forest working model:

\[ I_G(p) = \sum_{i=1}^{j} p_i \sum_{k=1}^{j} p_k \left( 1 - p_i \right) = \sum_{i=1}^{j} (p_i - p_i^2) = \sum_{i=1}^{j} p_i - \sum_{i=1}^{j} p_i^2 = 1 - \sum_{i=1}^{j} p_i^2 \]

**Random Forest Model Description**

\( N_{\text{jobs}} = 3 \) #Number of jobs run in parallel

This parameter tells that how many processors are being used in parallel to perform a job. It is an integer that indicates the number of processors. Here -1 represents all processors:

\( N_{\text{estimators}} = 200 \) #Number of trees in the forest

\( N_{\text{estimators}} \) represent the number of trees being used. Since we are using Ensemble Technique, we need to control the number of trees used, which this parameter does:

\( \text{R2 Score} = 95.35\% \)

**Figure 1. Working Model of Random Forest**
Mean squared error = 3688.70

Features used to predict: Population, Weight, Date, and Target.

DATASET DESCRIPTIONS

The method we have applied for analysis is the COVID-19 dataset collected from relevant sources (https://www.kaggle.com/c/COVID19-global-forecasting-week-5/data). It contains the day-by-day confirmed cases worldwide from January 23, 2020, to May 18, 2020, as appeared in Table 1. We utilized the whole dataset for training the model. The dataset consists of a total of 969641 columns and eight rows. The COVID-19 dataset includes seven attributes. The attributes are id, prov_state, country_region, confirmed case, fatalities case, weight, and population as it’s a time series data having applied several methods for analysis purposes. Time series is a sequence of information that describes the period of each value. Generally, time-series data is used for analysis and forecasting the future based on historical data. Time series data determines the stability of a situation over time and efficiency portfolios. Time series datasets are time-dependent because values for every period are affected by outside factors and by values of the past period. During the dataset loading operation, we took the date as our index column. As a result, the date column was no longer a feature for us because we would do all tasks related to the date in time series data. It is the most often utilized parameter in our technique (Table 1).

RESULTS AND DISCUSSION

The pie chart in Figure 2 represents the Confirmed case vs Fatalities case ratio of COVID-19 all over the globe; out of the total number of people infected by COVID-19, only 5% to 6% people are dead, which is very low comparatively.

Table 1. Dataset of the COVID-19

<table>
<thead>
<tr>
<th>County</th>
<th>Province_State</th>
<th>Country_Region</th>
<th>Population</th>
<th>Weight</th>
<th>Date</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.091485</td>
<td>1/23/2020</td>
<td>ConfirmedCases</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.914848</td>
<td>1/23/2020</td>
<td>Fatalities</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.091485</td>
<td>1/24/2020</td>
<td>ConfirmedCases</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.914848</td>
<td>1/24/2020</td>
<td>Fatalities</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.091485</td>
<td>1/25/2020</td>
<td>ConfirmedCases</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.914848</td>
<td>1/25/2020</td>
<td>Fatalities</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.091485</td>
<td>1/26/2020</td>
<td>ConfirmedCases</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.914848</td>
<td>1/26/2020</td>
<td>Fatalities</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.091485</td>
<td>1/27/2020</td>
<td>ConfirmedCases</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.914848</td>
<td>1/27/2020</td>
<td>Fatalities</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.091485</td>
<td>1/28/2020</td>
<td>ConfirmedCases</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.914848</td>
<td>1/28/2020</td>
<td>Fatalities</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.091485</td>
<td>1/29/2020</td>
<td>ConfirmedCases</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.914848</td>
<td>1/29/2020</td>
<td>Fatalities</td>
</tr>
<tr>
<td>Autauga</td>
<td>Alabama</td>
<td>U.S.</td>
<td>55869</td>
<td>0.091485</td>
<td>1/30/2020</td>
<td>ConfirmedCases</td>
</tr>
</tbody>
</table>
A comparison of the total number of cases in different world regions is depicted in Fig. 3. US has been a highly affected country, i.e., 56.3%, more than half of cases. All the rest of the countries have very few cases as compared to the US. Other than the US, Russia 3.45%, the United Kingdom 3.32%, Brazil 3.2%, Spain 3.17%, Italy 3.03% countries lead the other countries. In Fig.4, a monthly comparison of COVID-19 cases growth for the top 10 worst affected countries is represented. Here we can observe that up to the middle of March, all the countries had an almost equal number of cases, but after that, the number of cases in the US started increasing rapidly and went far beyond every other country.

In Fig. 5, the population is used as a constraint. When compared to the COVID-19 impacted nations, it can be seen that China and India have populations of 1.2 billion and 1 billion, respectively. However, they are still not that many people affected. Thus the proportion of people affected is lower.
On the other hand, the United States, which occupies about half of the continent and has over 0.2 billion people, is more affected.

Fig 6 shows the condition of the top ten affected countries as of May 15, 2020, and India. The green bar represents Active cases, the red bar represents Death cases, and the gray bar represents Recovered cases. China is the epicenter of COVID-19; the outbreak began on February 1, 2020, increasing active cases. However, by mid-February, the active patients had recovered from their illnesses, and the death of patients had begun. However, within a few days, the recovered cases outnumber the active cases, indicating no more active instances. When the epidemic broke out in China, individuals fled the country and became infected in neighbouring nations. As can be seen in the graphs of other nations, COVID-19 begins to influence other countries around the middle of February.

In the US, UK, Italy, France, and India, the situation seems to be worst and active cases are increasing rapidly from the first week of March. The recovery rate is meager comparatively. Still, after some time, the recovery rate surpasses the active cases. But the death cases increase rapidly. But, the active cases start later in March for Iran, Turkey, South Korea, and Germany, and the people got cured, and the death case is also less compared to other countries. In India, the condition is moderate. Though the cases start pretty late, it increases rapidly. The recovery rate is quite good, and the death rate is meager.

The gender distribution of COVID 19 patients from throughout the world is depicted in Fig.7. 81% of the cases are unknown. The COVID-19 pandemic affects 6.3% of females and 12.7% of males. Males are more severely affected than women when missing values are excluded, and the affected male percentage is 66.8%.
IMPACT OF COVID-19 IN INDIA

Fig 8 shows the age-wise distribution and percentage cases of COVID-19 cases in India. The age groups of 20-29 are highly likely to get infected with COVID-19, i.e., 24.9%, followed by the age group 30-39, 40-49 and 60-69 age with 21.1%, 16.2% and 12.9%, respectively, as India’s 60% of the population belongs to the age group of 20-50 year. Hence, it affects the youth of India.
Fig 9 shows the trend of confirmed cases, deaths, and recoveries in India. The blue spike, i.e., confirmed cases quickly growing, is predicted to exceed the 80,000 confirmed cases by the first week of May. In the case of India, the total number of recovered cases, indicated by the green spike, is relatively high, meaning that the recovery rate is entirely adequate. The trend of deaths due to COVID19 is shallow per day, which is represented in the red spike line. Suppose the total death case is compared with the complete active case in India. In that case, it comes to around almost 3-4%, which is a positive sign for India because it's the 2nd largest populated country globally.

Fig 10 represents the comparison of India with some other countries of the world. Initially, India was doing quite well compared to other countries, but when time increased, the condition deteriorated.

CONCLUSION

In this study, we forecast the total number of COVID-19 infected cases, recovered and death cases in some of the hotspot countries around the world like China, the US, UK, Italy, Germany, etc. Countries such as China, the US, and the UK were the most affected by COVID-19. Then our research exposed the distribution percentage of age groups all around the globe in terms of male and female where affected male rate dominated the female ratio, i.e., males affected percentage is 66.8% and females are 32.2%. By taking the population as a constraint, we have shown the current trend of worldwide COVID-19 confirmed cases where the US shared almost 50% with a smaller number of populations than India and China. A comparative study on COVID-19 total cases growth for the top 10 highly affected countries is discussed. A specific study was conducted in India, where we anticipated all age groups affected by COVID-19. According to our findings, the age group 20–59 years old was more affected than the other age groups. We have extended our study to forecast the active, death, and recovered cases, especially in India, and compared the situation with other countries around
the globe. Even though the overall accuracy in predicting COVID-19 cases was perfect, we are still trying to implement a forecasting model using different algorithms and models that could give us higher precision. We likewise want to get a solitary standard model that can be utilized for any nation, mixing various algorithms.
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