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ABSTRACT

Higher education systems (HES) have become increasingly absorbed in applying big data analytics due to competition as well as economic pressures. Many studies have been conducted that applied big data analytics in HES; however, a systematic review (SR) of the research is scarce. In this paper, the authors conducted a systematic mapping study to address this deficiency. The qualitative and quantitative analysis of the mapping study resulted in highlighting the research progression over the last decade, and identification of three major themes, 12 subthemes, 10 motivation factors, 10 major challenges, three categories of tools and support techniques, and 16 models for applying big data analytics in higher education. This result contributes to the ongoing research on applying big data analytics in HES. It provides a better understanding of the level of contribution to research as well as identifies gaps for future research direction.

KEYWORDS

Big Data, Business Intelligence, Data Analytics, Data Mining, Decision Support, Higher Education, Machine Learning, Systematic Review

INTRODUCTION

The last few decades have witnessed major developments in information and communications technologies, resulting in a significant increase the amount of “big data” (Tulasi, 2013). The big data (BD) generated from integrated technologies and systems shared by different organizations has also increased (Kaisler et al., 2013). This is due to applying artificial intelligence (AI) and Internet of things (IoT) technologies within systems across different sectors. Researchers’ attention is now on how to exploit and implement BD to enable organizations to acquire new knowledge in response to emerging opportunities and challenges (Sin & Muthu, 2015).

Education institutions seeking to develop and to progress must employ big data analytics (BDA) to exploit creative opportunities and to access and develop ideas. The process of mining education data is typically referred to as educational data mining (EDM; Sin & Muthu, 2015). According to the International Educational Data Mining Society, EDM is defined as “an emerging field targeting the development of methods to explore data sets unique to the education settings” (International Educational Data Mining Society, 2011, p.601). As such, it is an interdisciplinary field that relies on
the application of machine learning, data mining (DM), statistics, recommender systems, psychopedagogy, and information retrieval to large volumes of educational data.

Higher education sectors (HESs) play a vital role in a nation’s overall social and economic development. In turn, several factors contribute to establishing a quality HES, including goal-based processes, curriculum relevance in terms of discipline-specific subjects to meet business and industry needs, and the effective delivery of teaching and learning activities (Rajni & Malaya, 2015). HES are also recognized as an important contributor to technology-driven social advancement (Al-Shaya et al., 2012). The HES consists of several integrated dimensions: social, intellectual, cultural, psychological, human, and scientific, which all have a role in it realizing its goals and objectives (Basfar et al., 2011). HES services are framed around three core elements: inputs, processes, and outputs. Inputs include the students, management, faculty members, employees, materials, infrastructures; operations include teaching, training courses, curriculum development; and outputs include quality of graduates, training programs, scientific projects, research publications, conferences, and reputation (Namor, 2012). Further, big data analytics assists universities to accurately measure their key performance indicators (KPIs) and predict their future positions, thus leading to more informed decision-making and strategy selection.

The aim of this research is to explore how huge volumes of data generated from different technologies assist HEIs with their decision-making processes. More specifically, how universities collect and analyze relevant data to ensure accurate measurements of KPIs, and thus make informed decisions. The lack of a systematic mapping study in the research arena has motivated us to conduct a mapping study. In sum, this paper makes the following contributions to the field:

- identifies the research frequency, progression, and type over the last decade
- maps the challenges of applying BDA within HES domains
- analyses the tools and theoretical models to support the application of BDA in the HES

These contributions provide evidence for researchers to find solutions for specific issues in applying BDA in HEIs. They also support HEIs and BDA providers to better understand the existing models, frameworks, and tools, as well as the existing gaps and challenges.

This paper is organized as follows: section 2 discusses the background and similar studies; section 3 highlights the implemented research method; section 4 presents the results of the mapping study; and section 5 concludes the paper, including suggestions for future research.

BACKGROUND

Big Data and its Potential

The potential benefits of BDA are increasingly recognized by governments and major institutions across different business and industry sectors. Not long ago, data were confined to the category of organized folders, files, tables, and databases. The entry of new, quickly-transmitted, and structured or unstructured sources of information such as emails and videos, data from social media platforms (e.g., YouTube and Facebook), and chat messages (e.g., WhatsApp), has led to the formation of huge and unstructured datasets (Statistics Center, 2019, p. 4) Big data are measured in units such as terabytes, petabytes, and zettabytes, leading to the new challenge of how to take advantage of the data.

Processing and Analyzing Big Data

Data analysis is the science that forms the foundation for computer science, technical engineering, and software, and is widely taught in HES. Researchers describe data characteristics differently. Shah et al. (2015) identified three data characteristics: volume, velocity, and variety. Liao et al. (2014) identified four characteristics: volume, velocity, variety, and variability. Gandomi and Haider (2015)
identified six characteristics: volume, velocity, variety, veracity, variability, and value. Sivarajah et al. (2017) identified seven characteristics: volume, variety, veracity, value, velocity, visualization, and variability. Current data processing technologies (e.g. databases and data warehouses) are largely insufficient to manage the amount of data currently generated around the world. Such large data volumes must be analyzed frequently and in a timely manner to optimize potential benefits. Hence, it is crucial for researchers to better understand the following types of BD. Structured data (data that can be processed, stored, and retrieved in a fixed format) is highly organized information that can be stored easily and smoothly and accessed from a database via simple search engine algorithms. Unstructured data (data that does not have any shape or structure) is disorganized making data processing and analysis difficult and time consuming. Semi-structured data (data that contains both the structured and unstructured formats), although not classified within a particular repository (database), contains information or dynamic tags that separate individual elements within the data (Turban et al., 2010; Witten et al., 2016).

With the influx of data and machines for conducting research, opportunities to extract data are ever-increasing. Indeed, data mining uses statistical, mathematical, and AI techniques to identify useful information and subsequent knowledge or patterns from a wide range of data (Turban et al., 2010; Witten et al., 2016). DM techniques can be grouped into three categories: association, prediction, and clustering (Turban et al., 2010). Prediction includes classification algorithms such as decision trees, artificial neural networks [ANNs], ANN/multilayer [MLP], rough sets, genetic algorithms and support vector machines, and regression such as linear/nonlinear regression, ANN/MLP and Support Vector Machines (SVM). Association includes correlation analysis (a priori algorithm) and sequence analysis. Clustering includes distant analyses, neural networks, and fuzzy logic (Turban et al., 2010).

The learning algorithms underpinning data extraction techniques are grouped as supervised or unsupervised. In a supervised learning algorithm, training data covers both the descriptive attribute and class attribute (Turban et al., 2010), whereas in unsupervised learning, training data covers only the descriptive attribute (Turban et al., 2010; Witten et al., 2016). Many software vendors provide powerful DM tools such as Statistical Package for the Social Sciences (SPSS), Statistical Analysis System (SAS), StatSoft and open-source DM tools, such as Weka (Turban et al., 2010).

Related Studies

Research and development on the utilization of BDA in HEIs has focused on two major areas: analyzing and predicting student performance and supporting management processes. In the context of analyzing and predicting student performance, nine studies of BDA in higher education (HE) are highlighted in this section. A systematic classification and mapping of the research utilizing BD in HE can help us to identify the research, its contributions, and its limitations, along with existing and emerging research. To systematically identify any existing study based on utilizing BD in HE, the authors executed the search string on various digital libraries and databases.

Jamiu et al. (2019) conducted a comprehensive systematic review on the use of Business Intelligence (BI) in HEIs to support decision-making processes. Enaro and Chakraborty (2019) conducted a study of research focusing on student performance analysis in HE and in predicting HES future performance. The study focused on one aspect of BD use with a limited number of studies included. Further, the study did not apply a systemic review of the research. Similar to Enaro and Chakraborty (2019), Saa et al. (2019) reviewed previous studies to analyze and predict student performance using DM techniques. The researchers identified four factors for predicting student performance and three DM techniques. Shuqfa and Harous (2019) also surveyed previous research and DM techniques used in the HE to predict student retention. The researchers focused on one aspect of BD use in HE with a limited number of studies included. Agrusti et al. (2019) reviewed previous studies in the area of predicting student retention in HE using DM techniques. Otoo-Arthur and Van (2019) conducted a systematic review of the framework and technologies to support BD applications in HEIs. Aldowah et al. (2019) conducted a systematic review to explore the potential of
DM in education to provide opportunities and solutions to various learning problems. The researchers identified the common DM techniques used in educational DM. Musa et al. (2018) reviewed studies to identify the success factors around using BI to assist decision makers to realize the benefits, and to reduce failure rates. Santi and Putra (2018) also reviewed the research on the use of BI to support decision-making in HEIs. The review explored three areas: tools, contributions, and applications.

The vast majority of these reviews covered research conducted up to 2018. There has been no mapping study in this area, nor a comprehensive study that covers all areas in using BD in HE. Therefore, the aim of this paper is to provide an up-to-date and comprehensive systematic review on the utilization of BDA in HEIs.

**METHOD**

Mapping studies provide an overview of a research area and identify the frequency and type of research, and the results of a research topic. This mapping study followed the guidelines presented in Kitchenham et al. (2009) and consists of three phases, each with a number of steps (see Figure 1): (a) planning for the study, (b) conducting a search for primary studies, and (c) data extraction and analysis. These applications can reduce bias and threats to the research validity during vital phases of study planning, data collection, and results documentation.

**Planning the Study**

The first planning step was to identify the needs of the proposed mapping study (as identified and discussed earlier). This step resulted in specifying the research questions, which emerged in relation to three aspects: (a) what has not been addressed in previous similar studies, (b) the need to up-date answers to support continuous improvement in the research area, and (c) issue partly addressed but not explored comprehensively.

The following research questions (RQs) were formulated for this study:

![Initial review and analysis of the research area](image-url)
RQ1: What is the frequency and types of publications related to the application of big data analytics in HEIs over the last decade?
Objective: To highlight the growth and progression of the research on the application of big data analytics within HEIs.

RQ2: What type of research is published to support the application of big data analytics in HEIs?
Objective: To categorize the types of published research undertaken to address the gaps in the research area.

RQ3: What are the main themes of the research and how are they categorized?
Objective: To identify and categorize how big data analytics are applied and highlight to their contribution to the field?

RQ4: What factors motivate HEIs to implement big data analytics within their systems?
Objective: To identify the determinants and potential benefits underpinning the decision to implement big data analytics in HEIs.

RQ5: What are the critical challenges around the application of big data analytics in HEIs?
Objective: To identify the challenges and potential problems or hindrances related to the application of big data analytics in HEIs.

RQ6: What tools support the use of big data analytics?
Objective: To highlight the tool(s) that enables the automation and customization of processes for big data implementation.

Data Collection
Reputable databases and a well-defined search strategy were implemented to drive the data collection process. Specifically, a systematic and comprehensive three-step approach was adopted. Step one included searching the databases to identify potential articles. Step two included screening the Abstracts of the searched articles to remove duplicates and to assess their general suitability. Step three included applying the inclusion criteria to assess for quality literature. All articles meeting the inclusion criteria were subsequently included in the review.

Keywords (Search Strings)
PRISMA-compliant methodology guided the search process (Moher et al., 2010). First, keywords were identified and used to build a search string as follows: “big data” OR “business intelligence” OR “data mining” OR “large data sets” OR “knowledge discovery” AND “higher education” OR “tertiary education” OR universit* OR college* OR facult*. The identified search string was applied to five databases: Scopus, ScienceDirect, ACM, IEEE, and Web of Science.

Inclusion/Exclusion Criteria
The initial search results identified 1,080 papers. Duplicate articles were excluded. The inclusion criteria following were formulated to guide the selection process:

- Research includes the two main variables: BD and higher education.
- Research reflects results that support development of the higher education sector.
- Clear methodology applied
- Contributions of the study rigorously evaluated

The following exclusion criteria were also formulated:

- Did not share the same aim of this study
- Not related to educational use of big data in higher education
- Notes
• Workshops
• Book chapters and books

Screening
Before applying the criteria, the search results were screened by title and abstract. Each of the abstracts was read, and those matching the exclusion criteria were excluded. A total of 717 studies moved to the next round of filtering that examined the full text.

Qualitative Assessment
A quality assessment of the articles was performed to select only those articles closely connected to data management and analytics in HEIs, thus justifying their inclusion. Following the quality assessment, 79 articles were excluded from the review.

The remaining 638 studies were double reviewed by two researchers to further refine the number of studies. The researchers applied a value of 0 or 1 to each article for each inclusion criteria identified. The article was considered low quality when its value was 2 or below, medium quality when its value was 3, and high quality when its value was 4. A total of 84 items were rated high-quality and included for review (see Figure 2). Hence, a content analysis approach was applied at this stage. This is fundamentally about identifying the presence of particular words, themes, or concepts within the texts to later quantify and analyze for their relevance to the research questions (McAlister et al., 2017). To support the content analysis in this study, the text was analysed at the theme / concept levels and was coded according to its links to the any or all of the six research questions. The coding was based on the existence of the theme / concept rather than their frequency of use (McAlister et al., 2017). This was performed to break down the contents of the text into manageable themes and categories for quantitative analysis.

Inter-rater reliability is crucial to establishing trustworthiness in the research process in terms of reliability around the interpretation of data and the reported insights from the data analysis. Following each researcher’s content analysis of the articles, a randomly selected sample of 10 articles was achieved to assess for inter-rater reliability. Specifically, a Table was created that included four elements: the page number and sentence / line from which the eligibility criteria was identified, the code name (the nominated eligibility criteria), the article title, and the name of the coder. The outcomes for each coder (researcher) were compared, with agreements and disagreements on the coding choices tallied for each article. Disagreements in the coding were identified and discussed, and changes were made to the coding assigned to the text based on consensus. Inter-rate reliability was calculated based on the number of agreed codes divided by the total number of codes. The desired agreement was no less than 90% agreement.

Documenting the Study
The selected studies were imported into Excel with attributes of reference identification, authors, year, and title. Minimizing threats to the validity of this research was attempted in all steps; namely, the search attempted to retrieve all possible and related studies and the scoring method ensured an unbiased selection of the studies. Issues around the availability of structured approaches to systematically producing and reporting results presented a potential threat to the validity of the research findings. This threat was minimized by developing structured tables with specific attributes on which the data extracted was based, and then statistical analysis was performed.
RESULTS AND THE ANALYSIS OF THE MAPPING STUDY

Frequency and Types of Published Research

This section aims to answer RQ1 and RQ2 by highlighting the frequency, progression, focus areas, and types of research publications. Figure 3 shows the results of data analysis to answer RQ1, showing the number of studies published on application of BDA in HEIs over the last decade. The type of artefact (journal article, conference paper, and symposium paper) is also provided.

Figure 3 shows that the number of studies conducted during the last decade was 84, including 30 journal articles, 53 conference papers, and one symposium paper. About two-thirds were published through scientific conferences, far outnumbering the articles in scientific journals. This can be explained by the fact that most journals require a detailed and clear methodology, empirical data collection, and validation of results, which were achieved in only one-third of the studies. This indicates that the maturity level of the research is still at an early stage, and comprehensive studies need to be conducted to further enhance the findings of the conference papers.
Further, Figure 3 shows the number of studies from 2010 to 2015, was limited to 22. Between 2015 and 2020, the number of studies gradually increased from 10 in 2016, 12 studies in 2017, 14 studies in 2018, peaking at 20 studies in 2019. In 2020, the number of studies decreased to 6.

Figure 4 shows that most of the emphasized terms were in studies published from 2010 to 2020. For example, there were 35 iterations of the term ‘big data’. This indicates that the selected studies attempted to implement innovative BD technology into HE systems. The number of iterations of the term ‘higher education’, which is a fundamental variable in this study, was 33. This was followed by 32 mentions of ‘data mining’, which makes BD usable by identifying patterns and important relationships. ‘Business intelligence’ was used 16 times, ‘data analysis’ 3 times, and ‘decision-making’ 2 times.

This section discusses the findings for RQ2, the types of published research. Shaw (2002) classified research contributions into six distinct types (see Figure 5): specific solution, validation model, procedure or technique, evaluation report, descriptive model, and analytic model. Despite this diversity, most studies were evaluation reports, which represents less than half the types of published research. This was followed by procedure or technique studies (22.6%), descriptive model studies (16.6%), and analytic model studies (5.9%). Validation model and specific solution studies had an equal number of iterations (3.6%).

Based on the results for RQ1 and RQ2, the authors concluded that studies of the use of BDA in HEIs have received reasonable attention from the research community. However, the number of relevant publications emerged mostly as conference proceedings. Therefore, there is a need for comprehensive solutions and their evaluation, and studies to validate previously proposed models and frameworks in terms of journal-based research.

As shown in Figure 5, most published studies are evaluation reports (e.g., Apraxine & Stylianou, 2017), followed by procedure or technique studies (e.g., Rodzi et al., 2015), then descriptive model studies (e.g., Ijab et al., 2019). This signifies the need for more practical research outcomes and automated tools that can support HE to adopt BDA. These findings motivated the researchers to investigate the studies to develop patterns in the research area, explain processes, and develop tools and frameworks.
Research Themes, Motivations, and Challenges

The taxonomy shown in Table 1 presents a systematic mapping and representation of the main research themes around the use of BDA in HEIs to emerge from the 84 studies. It also highlights the challenges identified around the application BDA. The analysis shows the three main themes were educational quality, decision-making process, and information management. Within these three themes, 12 subthemes emerged: five in educational quality, four in decision-making process, and three in information management. These findings highlight the level of contribution in each HES aspect. The
authors also mapped the findings of the research teams with the challenges identified in the research areas. This helps to address the specific challenges for each part of HE system.

Improving educational quality is the main reason for applying BDA in HE, with about half of the studies focused on this area. In turn, improving student performance is identified as the main area of focus to enhance educational quality. In particular, the predictive feature of BDA is widely used to predict student performance. This allows universities to plan around specific courses for students and to predict and limit the number of student dropouts. Within this theme, a number of challenges were identified. Large volume of data and data variety were identified in more than half of the studies. Teaching and learning is also associated with improving education quality in HEIs using BDA. Specifically, it supports universities to identify deficiencies in their teaching methods. For example, Nengah et al. (2019) used a clustering DM method to analyze student tuition using a fuzzy C-means algorithm. Further, e-learning is given focus when using BDA to enhance education quality (Falakmasir et al., 2019; Zhang et al., 2015). For example, Falakmasir et al. (2019) showed how to apply BI and online analytical processes (OLAP) in e-learning to monitor and analyze learner behavior and performance in e-learning environments. They also revealed how BI and OLAP can be used to evaluate the courses contents and their effectiveness in the learning process. Large volume of data (23.8%) and lack of organizational resources and skills (23.8%) are the main challenges to applying BDA to enhance teaching and learning in HEIs (see Table 1).

Quality assurance and accreditation processes also received research attention for improving educational quality using BDA (e.g., Liu & Chang, 2016; Pérez et al., 2018; Skalka et al., 2013). For example, Skalka et al. (2013) developed the DEK (Data–Evaluation–Knowledge) model, an information support system to support universities to meet quality assurance requirements, which divides the problem of internal guidelines for quality assurance implementation. Lack of organizational resources and skills (33%) followed by large volume and variety of data (25% each) are the main challenges to applying BDA in quality assurance and accreditation processes in HESs (see Table 1).

The integration of machine learning and DM technologies supports the emergence of smart universities (smart campus) by applying BDA within their systems. For example, Shamsuddin et al. (2019) developed a conceptual framework to create a smart campus through BDA. The aspect to receive the least research attention is resource utilization. Huan and Bo (2018) developed a MapReduce parallel K-means cluster algorithm to support universities with BDA for resource management. Large volume of data, and concerns about privacy are discussed in Shamsuddin et al., (2019), Tong and Yi (2013), and Yang (2018) as the main challenges around utilizing BDA for smart campuses.

Improving decision-making processes in HEIs was associated with four subthemes: overall implementation, support for academic affairs management, student support, and service management. The implementation of BDA to support different HEI activities was the most popular research aspect. Due to the generality of this subtheme, several challenges were identified in the selected studies regarding the overall implementation (Table 1). Support for decision-making processes related to academic affairs was the main focus in other studies. For example, Boulila et al. (2018) identified a BI solution to support decision making for different users involved (students and staff). It includes gathering data from different sources, utilizing different operations (extract, transform, and load), proposing different solutions to describe academic procedures, and visualizing the outcomes. In this regard, data integrity and implementation complexity were discussed as the main challenges in 23.1% of studies. Further, enhancing decision-making processes to support student career pathways also received research attention. For example, Elhassan and Klett (2015) studied the alignment of learning and competencies, human resource strategy, and market dynamics. They create a bridge between HEIs and businesses for improving graduate employability and identify HE adaptation to market demands as an emerging strategy. Large volume of data was a main challenge in this subtheme (33.3%). Other studies focused on decision-making processes in HEIs by identifying the deficiencies in their systems. For example, OPREA (2017) proposed a model for use in HEIs to analyze activities
to identify the gaps around making informed decisions. Large volume of data was also the main challenge in this subtheme (24.8%).

Information management is the third theme identified by researchers to support HE systems, three subthemes identified. First, some researchers focused on supporting HEI process for managing and

<table>
<thead>
<tr>
<th>Themes</th>
<th>Educational Quality</th>
<th>Decision-Making Process</th>
<th>Information Management</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Student performance</td>
<td>Teaching and learning</td>
<td>Quality assurance</td>
</tr>
<tr>
<td>Large volume of data</td>
<td>SR48, SR11, SR56, SR74, SR3, SR26</td>
<td>29.4%</td>
<td>SR44, SR9, SR47 25%</td>
</tr>
<tr>
<td>Lack of resources or org. skills</td>
<td>SR36 5.9%</td>
<td>SR20, SR55, SR51, SR14, SR35 23.8%</td>
<td>SR77, SR58, SR39, SR47 33.3%</td>
</tr>
<tr>
<td>Data integrity</td>
<td>SR40, SR8, SR57 14.3%</td>
<td>SR7, SR69, SR83 14.3%</td>
<td>SR47 8.3%</td>
</tr>
<tr>
<td>Unstructured data</td>
<td>SR36 5.9%</td>
<td>SR7, SR69, SR83 14.3%</td>
<td>SR47 8.3%</td>
</tr>
<tr>
<td>Variety of data</td>
<td>SR37, SR6, SR11, SR6 23.5%</td>
<td>SR83 4.8%</td>
<td>SR10, SR9, SR47 25%</td>
</tr>
<tr>
<td>Privacy concerns</td>
<td>SR48, SR26, SR66 11.8%</td>
<td>SR49 33.3%</td>
<td>SR18, SR24 15.4%</td>
</tr>
<tr>
<td>Data timeliness</td>
<td>SR81 5.9%</td>
<td>SR33 4.8%</td>
<td>SR17, SR68 7.1%</td>
</tr>
<tr>
<td>Setting data standards</td>
<td>SR63 5.9%</td>
<td>SR47 8.3%</td>
<td>SR80 3.6%</td>
</tr>
<tr>
<td>Complexity</td>
<td>SR72, SR5 11.8%</td>
<td>SR54 4.8%</td>
<td>SR18, SR24, SR82 23.1%</td>
</tr>
<tr>
<td>Data analytics (costs)</td>
<td>SR14, SR35 9.5%</td>
<td>SR73 7.7%</td>
<td>SR32, SR80 7.14%</td>
</tr>
</tbody>
</table>
storing financial data. For example, Yang (2018) explained how BDA can be implemented to address these issues, however further research with automated tools is required to provide HEIs comprehensive support in this regard. Large volume of data, lack of resources and skills, standards and implementation complexity were identified in Dong (2017), Sihui and Xueguo (2016), and Utomo et al. (2017) as the main challenges in this area. Second, collaboration among HEIs using BDA is increasingly important. For example, Ken (2019) proposed a BD intelligent sharing system based on multi-layer architecture. It includes an algorithm of BD intelligence and uses statistical characteristics to shares the creative achievements of students beyond the university audience. Implementation complexity is identified by Wu (2020) as the main challenge to achieving this feature. Third, library management was examined by some researchers. For example, Liu (2018) discussed a filtering algorithm to conduct DM for book borrowing in libraries. Large volume of data was the main challenge in this subtheme (33.3%).

Algorithms, Tools and Techniques

A crucial question in HE around the translation of data into meaningful results is regarding data patterns (Witten et al. 2016). This has resulted in a new generation of automatic data processing using complex methods and algorithms—namely, DM (Turban et al., 2010). The articles in this review have been classified into three independent or combined categories of DM: prediction, clustering, and association rules, as illustrated in Figure 6.

Figure 6. Classifications of reviewed articles

Table 2 shows 15 of 26 articles fell into the prediction category; with all studies focused on predicting student performance. Two articles investigated student dropout rates, applying the naïve Bayas and logistic regression algorithm for this purpose. Three studies used DM algorithms to predict financial outcomes. Table 2 illustrates that the remaining four articles tested the application of different algorithms to predict: teacher morality, teacher ability, research status, and student admission into university. Lastly, one study used DM algorithms to predict factors affecting academic performance and another study use the algorithms for predicting improvements in HEI management (see Table 2).

The clustering category DM algorithm method was used in eights studies overall (see Table 2). They included clustering: (a) student personality characteristics and learning status in distance education and HEIs resource utilization; (b) student tuition outcomes and faculty performance; (c)
factors affecting HES retention/attrition rates and academic performance; and (d) improving HES e-learning and management processes. Lastly, the association rules DM algorithm was utilized in five studies: faculty evaluation, help in HES evaluation systems, library book management systems, improving HES e-learning and HES management processes.

This review also focused on the most commonly used open-source platforms in the literature, including Hadoop (see Figure 7). Nine articles used Hadoop to analyze BD in HEI-related contexts. Weka was the second most popular platform, used in five research studies.

KEY FINDINGS AND THEIR IMPLICATIONS

In sum, this study found that research interest in how HEI’s use BD within their operations is strong. The main domains of research interest to emerge were on HEI’s uses of BD for insights on educational quality, to shape decision-making process, and for information management. Regarding the previous research findings specifically, this study found that the application of BDA to support teaching and learning in HEIs presents the most challenges. In terms of methodology, this study found that previous research typically employed predication tools (e.g., classification algorithms and regression algorithms) to identify patterns in BD. Moreover, despite the research proposing up to 16 frameworks for analyzing BD, this study found that a framework for integrating BD into HEIs remains inadequate. Lastly, this study found that the research remains at an immature stage overall, with the majority of publications being conference papers rather than the outcomes of formal empirical research.

The implications of these findings are related to two outcomes in particular. As previously mentioned, a key affordance for HEIs associated with effective applications of BDA is improved decision making. Hence, the finding in this study that the research on HEIs’ uses of BD remains at an immature stage overall has implications for the extent to which HEIs can rely on current BDA models and frameworks to support enhanced decision-making processes. The study findings also have implications for the cost-effectiveness of BDA applications by HEIs. It may be reasonably argued that the research needs to target a higher level of maturity to inform best-practice applications of BDA to optimize the cost-effectiveness outcomes.

Study Limitations

The main limitation of this study is associated with the basic challenge of trying to summarize a research field according to a set number of studies. This study acknowledges that the aims and methodologies of a research investigation will vary from study to study. Nonetheless, as attempt has been made to generalize the results despite substantial heterogeneity.

CONCLUSION AND RECOMMENDATIONS FOR FUTURE WORK

This rapidly developing research field requires a regular survey to measure the maturity level of the field. This has motivated the authors to write this paper. A systematic mapping study was conducted of 84 studies from 2010-2020 on applying BDA in the HES. Three major themes and 12 subthemes around the utilization of BDA in HEIs were identified. The implementation challenges were also mapped for each of the themes, showing that applying BDA to support teaching and learning in HEIs has the most challenges. Moreover, most studies employed predication tools, particularly classification algorithms and regression algorithms to identify patterns in BD, and most studies used supervised learning algorithms. There were 16 frameworks proposed, yet the research around developing a framework for integrating BD into HEIs remains inadequate. Most of the proposed frameworks were not validated, or only one method was used for validation, such as in-depth interviews. The findings of this systematic mapping study are expected to contribute to ongoing research and development to support the application of BDA in HEIs. Further, this study helps practitioners (providers of BDA, information technology, and quality assurance officers in HEIs) to better understand the role of
existing models, frameworks, and tools to develop practical and corresponding solutions to support BDA applications in HEIs. Notwithstanding these contributions, based on the findings, this study recommends that greater emphasis be placed on conducting empirical research studies on HEIs applications of BDA. This is fundamental to building a stronger evidence base around best practice and to findings solutions to the current issues confronting HEIs in their application of BDA to improve operational outcomes.

Table 2. Data mining (DM) algorithms of reviewed articles

<table>
<thead>
<tr>
<th>Studies</th>
<th>DM Algorithms</th>
<th>Clustering</th>
<th>Association rules</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prediction</td>
<td>Classification</td>
<td>Regression</td>
<td>Outlier analysis</td>
</tr>
<tr>
<td></td>
<td>Naive Bayes, Random Forest, Decision Tree, Artificial Neural Network, and Support Vector Machine, Logistic regression, Support Vector Machine (SVM), and Regression trees</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>SR26, SR5, SR6, SR65, SR86, SR84, SR11</td>
<td>✔</td>
<td>✔</td>
<td>Predict student performance</td>
<td></td>
</tr>
<tr>
<td>SR71, SR36</td>
<td>✔</td>
<td>✔</td>
<td>Predict student dropout</td>
<td></td>
</tr>
<tr>
<td>SR79, SR78, SR23</td>
<td>✔</td>
<td>✔</td>
<td>Tuition fees, HEI financial status, and grant loan bursaries</td>
<td></td>
</tr>
<tr>
<td>SR57</td>
<td>✔</td>
<td>Predict teacher morality levels and teacher ability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR3</td>
<td>✔</td>
<td>Predict candidate research focus</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR75</td>
<td>✔</td>
<td>HEI admission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR76</td>
<td>✔</td>
<td>Improvement strategy for competency in Education for Sustainable Development (ESD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR55</td>
<td>✔</td>
<td>Student personality characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR12</td>
<td>✔</td>
<td>Performance evaluation of HES resources utilization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR83</td>
<td>✔</td>
<td>Student tuition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR14</td>
<td>✔</td>
<td>Faculty evaluation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR8</td>
<td>✔</td>
<td>Help in HEI teaching evaluation systems</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR28</td>
<td>✔</td>
<td>Library books management system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR52</td>
<td>✔</td>
<td>Faculty performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR68</td>
<td>✔</td>
<td>Factors affecting HEI retention/attrition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR73</td>
<td>✔</td>
<td>Factors affecting academic performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR40</td>
<td>✔</td>
<td>Improving HEI e-learning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR4</td>
<td>✔</td>
<td>Improving HEI management</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 7. Most used open-source platforms in the literature
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