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ABSTRACT

The article assesses data science software to evaluate the usefulness of data science technology in addressing concerns such as health disparities. Data science software was analyzed using KDnuggets data related to analytics, data science, and machine learning software. Data science functionalities include computational processes and frameworks that are relevant for healthcare. This study demonstrates the importance of leading applications for conducting data science operations that can improve care in healthcare networks by addressing such factors as health disparities.
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INTRODUCTION

The application of data science in health care was studied by many professionals in the health care space to forecast its value and particular uses. Although data science is a beneficial tool for new knowledge and insights in healthcare, there exist challenges to its application in the domain. These challenges include data accuracy, missing data, and standardizing of data (Delaney & Westra, 2016). Although these are very important challenges to address, an important axiom to keep in mind is that the underlying information complexity to be achieved would have a major effect on the information system structure most appropriate for achieving the desired information outcome (Murphy, Murphy, Buettner, & Gill, 2015). In addition to these challenges, healthcare specialties such as the biomedical field have had challenges acquiring, sharing, and analyzing data (Dunn & Bourne, 2017). Therefore, data science in healthcare may in some ways be limited, but it is nonetheless useful to help solve significant and common healthcare problems. One such problem is that of health disparities found across health care organizations. Addressing health disparity issues allow health organizations to optimize patient care approaches and improve outcomes. Health care organizations can benefit through the impact data science software can have on their organizations and the multiple ways data science can lead to important findings in health care. For instance, the Covid-19 pandemic media coverage has reported mortalities among blacks in the United States at a higher rate compared to Caucasians (Shelby Lin Erdman, 2020). Is this due to disparities in socioeconomic issues and healthcare access that
ultimately may lead to the mortality rate? While not the focus of the paper, it is important to recognize
the potential that is driving the development and examination throughout the paper and where data
science can offer some promise. The present study will review data science in relation to addressing
health disparities in healthcare. It assesses data science software to examine the effectiveness of data
science technologies that may be used to address problems such as health disparities.

LITERATURE REVIEW

Applications of data science are evident in numerous fields, ranging from research-based disciplines
such as market, social, and census research to financial, technical, consulting, business, and media
disciplines (Fayyad, 2012). The field of healthcare has begun to benefit from data science amid
acquisition of new healthcare technologies. These new technologies also make available new
opportunities for data science exploration, which can lead to intriguing discoveries from the data
collected. For example, data science can be an important component of health informatics. Although
viewed with some skepticism initially, health informatics has been embraced by the healthcare industry
over time through vital investments in health information technology (HIT), increasing exploration
of its utility (Detmer & Shortliffe, 2014). Data science may have similar adoption challenges, but as
data begins to increase at a rapid rate, embracing data science as a discipline and new technology
will soon begin to make sense. For example, data science software can be important to clinicians
because it can reduce unnecessary expenses in patient care, improve care quality and patient safety, and
streamline the patient care process. Additionally, data science can help to determine the level of care
or the level of care transitions that must occur for the well-being of the patient. Such information can
come from new insights surfaced in the application of data science to patients’ health improvement.

Data Production

Data science has come to cohere as a recognized field internationally, crossing numerous disciplines
over decades, and evolving to respond to new data technologies (Liu et al., 2009; Press, 2013; Smith,
2006). As the healthcare field has met new data challenges in recent years, data science has offered
powerful tools. It is of high value to note that big data and its application in the healthcare industry
can help to cut costs from analysis performed from electronic medical records (De la Torre Diez, Cosgaya,
Garcia-Zapirain, & Lopez-Coronado, 2016). Such benefits have been made possible by innovations
in managing large data sets. The importance of digital data for science is growing, and methods for
analyzing these data need new data analytics (Westra, 2017).

The field of healthcare is witnessing an ever-increasing generation of large and complex data
sets, commonly called big data, a term that functions as a shorthand for the diverse objects of data
science (Rumbold & Pierscionek, 2017). Healthcare has experienced big data increase and therefore
makes data science approaches to information promising. For example, in GIS applications, big data
can boost monitoring of public health by combining spatial variables and social health determinants
(Zhang et al., 2017). More specifically, Allen, Tsou, Aslam, Nagel, & Gawron (2016) conducted a
study that utilized geographical information systems (GIS) methodologies using data mined from social
media platforms, leveraging techniques in machine learning, a component of data science, to filter
through the data before analysis. Data science features a broad variety of techniques including mining
text, visualizing data, geospatial modeling, machine learning, and predictive analysis. (O’Connor,
2018). Health care has seen the advancement of data science due to the following: big data, new
data produced from sources that emerge from clinical trials and research, and the new technological
capacities available for creating and deciphering data, whether structured or unstructured (Baptista
et al., 2019). The industry of healthcare is positioning itself to retrieve valuable insights from data
science technologies and processes, which help to produce noteworthy value, aiding in the significant
utilization of data science methods and data science software for health care applications.
For example, information from electronic health records and other organizations such as the Center for Medicare and Medicaid Services (CMS) produce clinical data sets that allow for its use across multiple important settings in health care (Chase & Vega, 2016). Data sets can store information particular to the population, such as demographics, which can help aid in research when incorporating other factors such as income into the study. In turn, this can help researchers highlight gaps based on the subject matter content of the study (Chase & Vega, 2016). These types of health-centric data are necessary for healthcare data science applications, and there can be a significant improvement in the analysis of data. Organizations such as CMS can benefit from finding relevant and deep insights buried among the complexity of variables and attributes that can exist in their data. Other healthcare organizations that work closely with CMS do so through multi-disciplinary aspects that exist in many forms, such as that of finance, management, and even policy; especially policy that can have a major impact on many health care disciplines that must adhere to CMS standards. For example, many of CMS’ policies affect hospitals, providers, and the public. It is therefore imperative that these powerful organizations leverage data science for achieving better insights, especially since much of healthcare can stand to gain improvements from new policies set forth by organizations such as these.

**Data Science and the Data Scientist**

To fully tap the potentials of data science, the health care field must develop a sector of well-qualified data science specialists focused on health care data issues. The field of data science benefits from recruiting individuals that have unique data mining and analytical skills. Individuals that are interested in the field of data science should also have an in-depth understanding of data science techniques and concepts, especially in the domain of big data. Data science area concerns techniques for the extraction of information from various data, with a specific emphasis on ‘Big’ data displaying ‘V’ attributes such as veracity, value, variety, velocity, and volume (Maneth & Poulovassilis, 2016).

Data scientists possess an in-depth understanding of data science concepts and the necessary skill sets and knowledge to utilize data science techniques. There are a number of hallmarks of an effective data science practitioner, which should inform the successful future development of the health care data science sector. First, data scientists collect data, manipulate it in a tractable form, tell the tale and present the tale to others (Loukides, 2011). In an effort to “traditionally” define the term data scientist, authors Liu, et al., (2009), proposed a tentative definition as a scientist committed to the study of data collection, analysis, metadata, rapid retrieval, archiving, sharing, mining to discover unexpected information and data relationships, two- and three-dimensional visualization including movement and management. Second, data scientists are normally familiar with toolkits popular in data science such as Python, Perl, R studio, Hadoop, SQL, machine learning software, and the like. Open source software, such as the R statistics kit, Python, and Perl are used by one in five data science professionals (Fayyad, 2012). Third, the data scientist benefits from artistic skills in the data science profession because it allows them to help paint a picture from the phenomena in the data (Loukides, 2011). A data scientist should have technical expertise, be curious and clever, and have the ability to tell a story through data (Patil, 2011). A data scientist should have the capacity to take an issue and incorporate multiple solutions for the different difficulties of the major problem at hand (Loukides, 2011). The skills necessary for a data scientist can vary in range. That is, a data scientist possesses skills acquired in computer science or mathematics.

Finally, in addition, a data scientist should be familiar with the four A’s of data, which are architecture, acquisition, analysis, and archiving. Ultimately, it is important to note that data scientists combine creativity with persistence, the desire to incrementally create data items, the ability to experiment and the ability to iterate on a solution (Loukides, 2011). Data scientists also benefit by skills in the following areas: a) the capacity to learn the application domain, b) the ability to communicate with data users, c) attentive insight into the big picture of a complex system, d) knowledge of how data can be represented, transformed and analyzed, e) the capacity to visualize and present data, f) attention to quality, and g) ethical reasoning abilities (Stanton & De, 2013).
MODELS

Applications to healthcare must recognize that the essential components and processes of today’s data science can be found in two generally accepted models. A data science project life cycle (Data Science Central) 2014 was proposed with 7 components, as follows: 1. acquisition of data, 2. preparation of data, 3. model and hypothesis building, 4. interpret and evaluate, 5. implementation, 6. operationalize, and 7. optimize (Manna, 2014).

Another model that shows an overview of the data science process was developed by Cielen, Ali, and Meysman (2016), which propose six steps, as follows: 1. research goal setting, 2. data retrieval, 3. preparing the data, 4. exploring the data, 5. modeling the data, and 6. automating and presenting the data (Cielen, Ali, & Meysman, 2016). Table 1 Data science analysis process in Table 1 delineates the steps that build upon that foundation.

Each major step in the data science process model is comprised of goals and other processes, each respective to their major step, as shown in Table 1. Data science utilizes advanced methods to help determine predictions from the data used (Fayyad, 2012). Figure 1 shows the decisions that a data scientist undertakes when approaching data and the data scientist starts at the top of the figure making decisions that branch down to the granular level in each of the paths. As these two models are the dominant, organizing conceptual schema of the data science discipline, the development of health care data science applications must expect to map health care information needs onto their general outlines. Figure 1 developed from (Cielen, Ali, & Mysman, 2016) delineates the data science process steps map components.

DATA SCIENCE IN HEALTH CARE

A high demand for data scientists in the field of healthcare has emerged and in the last 10 years, the information collected in healthcare systems has increased, making Big Data in healthcare possible (De la Torre Diez, Cosgaya, Garcia-Zapirain, & Lopez-Coronado, 2016). In response, healthcare needs new models to make information fully meaningful and actionable. Data scientists can contribute new knowledge to building innovative solutions that ultimately help all stakeholders in healthcare, from the patient to the treating physicians (Adam, Wieder, & Ghosh, 2017). Data science allows for the construction of data-driven theories conducive to advanced analytics in the healthcare field (Cao, 2017). One advantage of using data science processes, such as machine learning and graph analytics for deciphering big data, is that analyzing large health datasets can help in the prediction of patient outcomes. This, in turn, allows for the right clinical interventions to occur, and for new insights to surface for higher quality health care outcomes (Adam, Wieder, & Ghosh, 2017). One goal for data

<table>
<thead>
<tr>
<th>Table 1. Data science analysis process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preprocessing Steps</td>
</tr>
<tr>
<td>1. Goal Setting</td>
</tr>
<tr>
<td>2. Obtain Data</td>
</tr>
<tr>
<td>3. Data cleaning and formatting</td>
</tr>
<tr>
<td>Analysis Steps</td>
</tr>
<tr>
<td>4. Data exploration and summary</td>
</tr>
<tr>
<td>5. Analytical methods</td>
</tr>
<tr>
<td>6. Modeling</td>
</tr>
<tr>
<td>7. Data automation and operationalization</td>
</tr>
<tr>
<td>Interpretation</td>
</tr>
<tr>
<td>8. Presentation</td>
</tr>
<tr>
<td>9. Discussion and interpretation</td>
</tr>
</tbody>
</table>
science in healthcare is to extract new insights that will support better decisions, leading to reduced costs and the improvement of targeted quality of care for patients (Adam, Wieder, & Ghosh, 2017).

Furthermore, data science can be applied to the integrated analysis of data across fields related to health care. For example, collaboration among disciplines such as healthcare, computing, and informatics can produce innovations in data-driven theory and data-driven economy (Cao, 2017). It is essential, however, that fully trained data scientists undertake the operation of data science software in such collaborations. In this way, data scientists can help in decision-making, and leaders working in the health care industry can benefit from the insights extracted by data scientists after careful analysis of their data (Power, 2016).

Health information and health data analysis have been central to the health care sector for many years. In most cases, before the electronic health record system era, patient data were being assessed by providers, but unfortunately, the analysis was limited due to the lack of technological capacity. As is the case today, providers’ goal was to improve the health of patients, but that presented challenges, such as an overload of information that could possibly be missed during initial assessment of the patient. This challenge helped to set the stage for the creation and use of electronic health record systems. Additionally, the United States Congress has been involved in marketing the use of health information technologies since 2004, when Congress began to introduce bills for the utilization of health information technologies (HIT) and electronic health information exchange systems (HIE) (Marchibroda, 2007).

Some states have made the use of such technology a top priority. This is an important step in health care, primarily because in the field of data science, most data comes from a repository or database system of some sort. The state of New York has determined there are benefits to healthcare following full adoption of HIT and HIE. In 2006, in support of the state’s hope for adoption by the healthcare community, the state of New York initiated the Healthcare Efficiency and Affordability Law for New Yorkers (HEAL NY), a grant-based program that focuses on three things: 1) electronic health record (EHR) adoption, 2) electronic prescribing (ePrescribe), and the development and implantation of clinical data exchanges throughout the community (Kern & Kaushal, 2007).

HIT has allowed for the collection of protected health information (PHI). Such information includes information surrounding socioeconomic status, sexual orientation, religion, location, race,
ethnicity, gender, and mental health. Collection of such information can prepare for focused datasets that can allow for applications of data science to help determine disparities in health among types of groups in the dataset population.

HEALTH DISPARITIES

The quality of care and outcomes in health deteriorate when there are disparities in elements such as socioeconomic status, race or ethnicity, all of which can be devastating and costly to public health. Outcomes in health are affected not only by cultural ignorance and callousness by health practitioners, but more broadly by social and economic inequities within the habitat of the population (Demeester et al., 2017). Health dissimilarities or differences that are associated with disadvantages in social, economic, and environmental settings are known as health disparities.

People are typically affected negatively in their health because of the disparate challenges they encounter around race, religion, income status, gender, age, mental health, and the like (Office of Disease Prevention and Health Promotion, n.d.). Social disadvantages are usually associated with structured differences in the healthcare system that tend to lead to health disparities (West et al., 2017). For many years people in America have tended to suffer in their health due to disparities in income, education, race, and location. Recently, there has been an effort at local, state, and regional levels to reformulate healthy standards through various determinants of health efforts (Trujillo & Plough, 2016). The Institute of Medicine has deemed such inequalities in the services and outcomes provided by health organizations as key issues to address. Contributions to such health disparate circumstances are influenced by factors in the healthcare system, such as factors in that exist in the elements of culture, provider, and those of the patient (McQuaid & Landier, 2017).

In efforts to address health disparities, health organizations have intensified their approach to social determinants of health (SDOH). SDOH is defined by the World Health Organization (WHO) as conditions in living specific to a person’s environment made up of components such as birthplace, habitat or neighborhood life, age, and other factors that contribution to such conditions of living. The intensified approach by health organizations target lowering negative threats to health and focus on enhancing positive outcomes in health (Hughes et al., 2019). Healthcare is faced with excessive costs in healthcare services and such services can become wasteful, inefficient, and ineffectual due to the disparities that exist in health (King, 2016; Chin, 2016). Past studies examining disadvantaged groups have included the recognition of components that tend to influence disparities in outcomes and access in health care. Disparities in health permeate and continue in diverse type of infirmities and become expensive to health organizations.

HEALTH EQUITY

Addressing health disparities through mitigation efforts leads to improving health equity (Anderson et al., 2018). Health equity can be defined as health excellence achieved through the eradication of disparities in health (Office of Disease Prevention and Health Promotion, n.d.). Therefore, in an effort to pursue improvements in health equity, the use of data science in healthcare should be to aid in the reduction of health disparities. The use of data science software can help analyze factors associated to health disparity. It can also aid healthcare organizations such as hospitals, clinics, provider practices, community, and public health officials find common health disparities that can help emphasize possible interventions for mitigation purposes. Although the following evaluation does not specifically treat health care data, it evaluates a number of software applications suitable to the kinds of data science operations healthcare organizations need to undertake to address issues such as health disparities.
METHODOLOGY AND DATA SOURCES

KDnuggets is a top influential site for artificial intelligence, data science, and machine learning and has received numerous academic citations (KDnuggets, 2020). An assessment of data science software was conducted in the study using KDnuggets data. Figure 2 presents how several software products reflect the available programs in data science. Among the software in the table, only software included in KDnugget’s poll that categorically pertained to analytics, data science, and machine-learning software with a 30 percent or greater percentage share during the poll year 2019 were selected for the study. The poll conducted by KDnuggets sought to identify and measure utilization of analytical, data science, and machine learning software among the participants polled. The goal of the approach for this study is to use the top utilized software identified by KDnuggets to conduct an assessment of the criteria that should be present to leverage data science processes through the utilization of data science software that may be used to address health disparities. Data for Figure 2 is sourced from (Piatetsky, 2019).

Subsequently, the study incorporated a software selection criteria framework based on the following criteria elements: performance, functionality, auxiliary task support, software quality characteristics, critical vendor criteria, and software and hardware criteria (Bhargava, 2013). Sub-criteria were modified in an effort to meet the needs for data science software assessments. Although this model was originally created for data mining software, we found the framework applicable to data science software. Table 2 delineates the sub-criteria assessed for each categorical segment of the data science data selection criteria framework.

Additionally, a project management software scoring model was adopted and the scoring criteria was modified to align with evaluation needs for data science software. The original software scoring model were comprised of scores of 1 to 4 and included performance indicators of poor (1), bad (2), good (3), and excellent (4) (Gharaibeh, 2014). Tables 3 thru 6 are briefly mentioned and described in more detail prior to their insertion in the manuscript. Table 3 exhibits the new scoring model modified for data science software scoring. Table 4 exhibits the breakdown of the full assessment scored. Table 5 shows the number of functionality requirements met by functionality type. Total scores in Table 6 exhibit efforts to rank software derived from total scores.

Figure 2. Software 2019 Percentage Share
Table 2. Software Selection Sub-Criteria

<table>
<thead>
<tr>
<th>Performance</th>
<th>Functionality</th>
<th>Auxiliary Task Support</th>
<th>Software Quality Characteristics</th>
<th>Critical Vendor Criteria</th>
<th>Software and Hardware Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sturdiness</td>
<td>Openness</td>
<td>Data Cleansing</td>
<td>Vertical Solution</td>
<td>User manual &amp; tutorial/training</td>
<td>Internal and external memory</td>
</tr>
<tr>
<td>Time Behavior</td>
<td>Completeness</td>
<td>Data Filtering</td>
<td>Interface Type</td>
<td>Maintenance and upgrading</td>
<td>Source Code</td>
</tr>
<tr>
<td></td>
<td>Adaptable</td>
<td>Binning</td>
<td>DBMS Standard</td>
<td>Consultancy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Interoperability</td>
<td>Record Deletion</td>
<td>Error Reporting</td>
<td>Product Established</td>
<td></td>
</tr>
<tr>
<td>Procedures</td>
<td>Handling Blanks</td>
<td>User Interface</td>
<td>Indirect Benefits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security Levels</td>
<td></td>
<td>Technique Suite</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simultaneous users</td>
<td></td>
<td>Graphic Capabilities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Big Data Processing</td>
<td></td>
<td>Data Visualization</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Sampling</td>
<td></td>
<td>Platform Independence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Platform Variety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Action History</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ease of Use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Domain Variety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Technical Source</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Data Science Software Scoring Model

<table>
<thead>
<tr>
<th>Score</th>
<th>Performance</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Poor</td>
<td>None</td>
</tr>
<tr>
<td>2</td>
<td>Ok</td>
<td>Partial</td>
</tr>
<tr>
<td>3</td>
<td>Good/Excellent</td>
<td>Full</td>
</tr>
</tbody>
</table>

RESULTS

Table 4 exhibits the individual results for the data science software evaluation based on the following new framework criteria and sub-criteria. It is important to note that Anaconda is a distributor platform and does not necessarily compute data science algorithms. However, it is an important part of a data scientist’s toolkit and can facilitate and integrate other important data science applications into its platform. This limitation resulted in Anaconda’s score to be lower than the other data science applications evaluated.

There are 6 total categories and a total of 38 sub-criteria categories. Table 5 shows the results for sub-criteria as it pertains to the total number of types of functionality met. Python and Tensorflow met
<table>
<thead>
<tr>
<th>Criteria</th>
<th>Criteria Group</th>
<th>Criteria Meaning</th>
<th>Python</th>
<th>R Language</th>
<th>Excel</th>
<th>Anaconda</th>
<th>SQL Language</th>
<th>Tensorflow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stability</td>
<td>Reliability</td>
<td>Performance</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Performance</td>
<td>Speed of computational results</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Openness</td>
<td>Functional</td>
<td>Accessibility</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Costliness</td>
<td>Functional</td>
<td>The cost of software required for its development</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Adaptableness</td>
<td>Functional</td>
<td>Agile and able to adapt to new requirements</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Inter-operability</td>
<td>Functional</td>
<td>Capacity to integrate with other software</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Procedures</td>
<td>The number of procedures for data science</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Security</td>
<td>Functional</td>
<td>Security features</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Simultaneous use</td>
<td>Functional</td>
<td>Simultaneous use of software</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Software Quality Characteristics</td>
<td>Software Quality Characteristics</td>
<td>Software package must meet specific industry requirements</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Vertical Software</td>
<td>Personalization</td>
<td>Package type is user interface based</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Interface type</td>
<td>Personalization</td>
<td>Package type is web interface based</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>ODBC standard</td>
<td>Portability</td>
<td>ODBC standard is supported</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Error reporting</td>
<td>Usability</td>
<td>All error messages are shown</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>User Interface</td>
<td>Usability</td>
<td>User interface is easy to use</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Technical Suite</td>
<td>Usability</td>
<td>The software suite is easy to use</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Graphic Properties</td>
<td>Usability</td>
<td>High graphic visualization quality for 2D and 3D graphics</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Data Visualization</td>
<td>Usability</td>
<td>The software suite is easy to use</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Platform Independence</td>
<td>Usability</td>
<td>The software suite is compatible with other platforms</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Platform variety</td>
<td>Portability</td>
<td>The software suite is compatible with other platforms</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Action history</td>
<td>Usability</td>
<td>The software suite is compatible with other platforms</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Ease of use</td>
<td>Usability</td>
<td>The software suite is easy to use</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Domain variety</td>
<td>Usability</td>
<td>The software suite is compatible with other platforms</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Technical Support</td>
<td>Usability</td>
<td>The software suite is compatible with other platforms</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>User manual &amp; Training Material</td>
<td>Vendor</td>
<td>Manuals, guidelines, tutorials, and other learning materials</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Maintenance and Support</td>
<td>Vendor</td>
<td>The software suite is compatible with other platforms</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Consistency</td>
<td>Vendor</td>
<td>The software suite is compatible with other platforms</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Product Stability</td>
<td>Vendor</td>
<td>The software suite is compatible with other platforms</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Software and Hardware Criteria</td>
<td>Software and Hardware Criteria</td>
<td>The software suite is compatible with other platforms</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Internal and External Memory</td>
<td>Hardware</td>
<td>The software suite is compatible with other platforms</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

**Table 5. Number of Functionality Requirements Met**

<table>
<thead>
<tr>
<th>Type</th>
<th>Python</th>
<th>R Language</th>
<th>Excel</th>
<th>Anaconda</th>
<th>SQL Language</th>
<th>Tensorflow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Text</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>
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the highest number of full functionality sub-criteria components, followed by R language, Rapidminer and Excel, SQL language, and Anaconda. Among partial functionality types, Anaconda had the highest met followed by Rapidminer, SQL language, Excel, R language, Python and Tensorflow. For those with no functionality, the highest number met was Excel followed by SQL language, a tie among Python, R language, Anaconda, and Tensorflow. Rapidminer had zero in this category.

Table 6 exhibits the overall scored results for each software ranked from highest to lowest.

The highest rank software programs exhibited in Table 6 indicate that Tensorflow and Python met the majority of the sub-criteria components. There were no major differences between tensorflow and python. R language was ranked second followed by RapidMinder, SQL language and Excel, and Anaconda. There were no meaningful differences noted between the top four software ranked software based on their capacity to analyze structured and unstructured data. Although a powerful data extractor and data manipulator language, the SQL language in comparison to the four top-ranked software, did not fully meet the technique suite sub-criteria and lacked in data visualization capabilities. However, SQL should be integrated with software platforms to optimize data processes important to data science workflows. Excel showed to be a competitor among the software assessed but lacked in its capacity to fully allow big data processing and it is not considered an open source software limiting valuable contributions from the development community. As noted earlier, Anaconda is a distribution platform and acts as a gateway platform to multiple data science software. Although it scored the lowest due to only meeting partial functionality criteria through its capacity to integrate software to its platform, it is worth noting that it allows for better efficiencies and access to data science software.

CONCLUSION

The field of data science utilizes various methodological approaches for analyzing data in any domain or sector, including healthcare. The healthcare sector has not seen the full benefits of data science. However, this sector is beginning to dive into the field to explore new algorithms and methods that will aid in higher quality of care and quality outcomes. With the creation of new technologies and their capacities of creating data, possibilities into predicting probable outcomes based on historical data are now possible (Spruit & Lytras, 2018). Such innovations are especially likely, as this paper has argued above, in relation to healthcare sector networks connected through CMS and state initiatives such as HEAL NY.

The evaluation insights gained from this study based on the Data Science Software Selection Criteria Framework delineate how data science functionalities can help aid healthcare in approaching analytical processes with new analytical applications suitable for healthcare. For example, based on

Table 6. Top Ranked by Score Total
the highest ranked software in the study, Tensorflow and Python both have the capacity of automating and modeling the analysis of variables such as income, education, race, age, and cross-referencing such variables to outcomes in patient care and finance to determine outcomes that reveal health disparities. This paper documents a process that provides an opportunity to address health disparities. Rankings should constantly be revisited due to advancements and development of new software and changes within the discipline of data science. Furthermore, contributions in this work allow the healthcare community to continually and iteratively evaluate data science software, as progressions are made, using the methods in this research.

This paper has demonstrated the data science capabilities through exhibiting the potential utility of leading software to perform the kinds of data science operations that can achieve improved care within such networks by addressing such factors as health disparities.
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