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ABSTRACT

The cost-effective and easy availability of handheld mobile devices and ubiquity of location acquisition services such as GPS and GSM networks have helped expedient logging and sharing of location histories of mobile users. This work aims to find semantic user similarity using their past travel histories. Application of the semantic similarity measure can be found in tourism-related recommender systems and information retrieval. The paper presents earth mover’s distance (EMD)-based semantic user similarity measure using users’ GPS logs. The similarity measure is applied and evaluated on the GPS dataset of 182 users collected from April 2007 to August 2012 by Microsoft’s GeoLife project. The proposed similarity measure is compared with conventional similarity measures used in literature such as Jaccard, Dice, and Pearson’s correlation. The percentage improvement of EMD-based approach over existing approaches in terms of average RMSE is 10.70%, and average MAE is 5.73%.
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INTRODUCTION

Handheld devices are the main platforms for communication as well as for information access in the current era. The handheld devices nowadays are mostly equipped with GPS systems that make it suitable to log users’ travel histories in the form of GPS trajectories. These geo-spatial data have opened various opportunities to retrieve highly relevant information, which are useful in multiple location-based applications. Some of such applications include but not limited to identifying popular locations (Tiwari, 2013; Khetarpaul, 2011; Zheng, 2009), finding location correlation (Zheng & Xie, 2010), making location-based products and services recommendations (Tiwari, 2015; Zheng & Zhang, 2009) and many more (Logesh, 2018; Zheng & Xie, 2011).

The GPS trajectories are found to be an important source of information about the user (Zheng & Zhou, 2011). This extracted information can infer the movement pattern of user, retrieve the current context of user, identify the habits and likings of the user, and so on and so forth. Analysis of the trajectory data finds application in traffic planning, itinerary planning, advertising, disaster management, tourist spot recommendations, etc.

These trajectories are widely used in location-based services (LBS). The tourism-related location-based recommender systems are benefitted hugely by the information extracted by trajectories. Most of the currently available mobile tourist recommender systems generally recommend the point of
interest (POI) in the user’s vicinity. Such recommender systems are commonly based on a collaborative filtering approach. In any collaborative filtering recommender system, the user similarity plays a vital role (Herlocker, 1999). The prevailing tourist recommender systems use user profiles to identify similar users and do not consider their travel similarities. Some of those applications that use travel histories only consider the spatial aspects of trajectories but not the semantic aspects. The availability of a semantic similarity measure based on past travel histories may further increase recommender systems application performance.

A recommender system helps the data scientists succeed in making good decision and similarity measure is one of the basic requirements of any recommender system. The proposed research work presents a novel EMD based semantic similarity measure using the past travel histories of users in form of GPS logs. Initially, the stay sequences for an individual user are computed from their GPS trajectories. The additional semantic tags are associated with every point in the obtained stay sequences. Finally, the similarity score of the semantic trajectories are computed using the EMD.

The rest of the paper is organized in sections named as related work, methodology, experimental results, discussions and conclusions, and future directions.

RELATED WORK

GPS trajectory mining has attracted researchers in the past decade due to the widespread application of GPS trajectories in location-based services. A significant contribution is made by several authors in this area which includes trajectory similarity (Sankararaman, 2013; Zheng & Xing, 2010), trajectory anonymization (Nergiz, 2008), information retrieval (Zheng & Ye, 2012), location-based recommender system (Tiwari, 2015; Zheng & Zhang, 2011; Zheng & Xing, 2011), user activity recognition & analysis (Bui, 2008; Liao, 2006), user activity prediction (Imai, 2020) and location correlation (Zheng & Xie, May 2010) etc. This section focuses on the related work in the field of user similarity based on travel histories.

Authors in (Abraham, 2012) has discussed an application of a spatiotemporal similarity measure with a given point of interest (POI) and time of interest (TOI). They explained the concept of trajectory similarity of moving vehicles along with the procedures used in processing information of similar vehicle trajectories which are changing dynamically over time. A hierarchical graph similarity measure is proposed and discovery of important patterns from the geographical data is discussed by authors in (Li, 2008). Other similarity measures based on past travel histories can be found (Lu, 2009; Li, 2008; Lee, 2007; Herlocker, 1999). These contributions emphasize on the similarity computation between users based on the geographical features. However, authors in (Ying, 2010) states that the GPS logs that are geographically similar may not be essentially similar semantically as the activities performed and experienced earned by the users at nearby locations may be different based on the semantics of that location. On the contrary, the geographically far trajectories may demonstrate a lot of similarity. Therefore, semantic aspects are important to contemplate while computing the user similarity based on travel histories.

Research contribution in (Bogorny 2009; Alvares, 2007) introduces the idea of semantic trajectories. A semantic trajectory is a sequence that is annotated with the location semantics. The semantic annotation adds one or more relevant tags with every location such as temple, national heritage, monument, archaeological site, shopping, entertainment, amusement park, waterfall, etc. These attached tags augment semantic meaning to the geographical locations. Work in (Liu, 2012; Lu, 2009) discusses the semantic trajectory-based similarity measure.

The semantic trajectories may have thousands of GPS points, and evaluating the similarity based on these trajectories with a lot of points is difficult and computationally intensive. Also, annotating these trajectories is time-consuming. The proposed work emphasizes computing the similarity based on stay trajectories instead of GPS trajectories to reduce the computational cost. A geographical location where the user has spent a notable amount of time is considered as the user’s stay point.
The authors in (Xiao, 2010) propose a user similarity using GPS logs based on stay points and is called a maximum travel match algorithm. Work presented in (Ying 2010) also proposed a measure of similarity known as maximal semantic trajectory pattern similarity, and it uses the longest common sequence (LCS) method. Authors in (Chen, 2013) propose a mobility profile as traces of places that users frequently visit and use frequent sequence pattern mining techniques to extract them. Another user similarity measure was proposed in (Lv, 2013), and it focuses on mining the routine activity performed by users from GPS logs. The semantic user similarity approach is proposed in (Lee, 2011). A time-series analysis-based user similarity measure is presented in (Ossama, 2009).

The work in (Zhao, 2020) presents a location recommender exploiting the sentimental and spatial context. The work presented in (Milton, 2019) identifies the reason of the user’s movement. A method for predicting users’ destination and searching for similar users of the same region of interest (ROI) is proposed by (Tang, 2019). Authors in (Logesh, 2018) propose to utilize social network profiles and accurate GPS data for a personalized travel recommender system. An approach to recommend trip using real-life travel sequences based on geotagged photos is proposed in (Lim, 2018).

In difference to the approaches discussed above, the proposed work uses a stay point sequence-based method using EMD to evaluate the similarity between users. The semantic similarity problem is formulated as a transportation problem. It requires calculating the amount of work needed to transport one sequence of stay points into another sequence under consideration. EMD was first introduced in the year 2000 by Rubner et al. (Rubner, 2000), and since then, it is extensively used in image retrieval and document matching, etc. In general, the EMD evaluates the dissimilarity between two multidimensional probability distributions. For computing the many-to-many mapping between two semantic stay sub-sequences, EMD is useful. Additionally, the proposed approach permits partial matching and includes perceptual similarity in a simplistic manner. To the best of the knowledge of authors of this work, semantic user similarity measure using EMD is not found in the literature.

**METHODOLOGY**

The overall design of the proposed semantic similarity computation using past travel histories is shown in Figure 1. The major components of the proposed system are GPS trajectories pre-processing unit, stay sequence generator unit, semantic annotator unit, EMD based similarity computation unit, and tourist recommender system. These components are discussed in detail in the following sub sections. The terminologies used in the paper are discussed here in brief.

- **GPS point**: A GPS point is a quadruple consisting of latitude, longitude, altitude, and timestamp in format (lat, long, alt, t).
- **GPS logs**: A GPS log is an ordered sequence of GPS points. These ordered points are represented as \{P_1, P_2, ..., P_n\} as shown in Figure 2.
- **GPS trajectories**: A connected sequence of GPS points represented in a 2-dimensional plane in relative order of timestamp are called trajectories. The example of GPS trajectories is shown in Figure 3.
- **Stay point**: It is a geographical location where the user spent a substantial amount of time more than a predefined threshold or a group of GPS points within a predefined radius where the user spent considerable time. The relation between GPS points and stay points is shown in Figure 4.
- **Semantic Tags**: The key terms attached to the (lat, long) pair such as temple, national heritage, monument, archaeological site, shopping, entertainment, amusement park, waterfall, etc. are called semantic tags as these terms or tags adds semantic meaning to the (lat, long) pair.
- **Semantic trajectories**: The GPS trajectories with attached semantic tags are called semantic trajectories.
To develop and evaluate the proposed system, the GPS trajectory dataset of 182 users made publicly available by Microsoft Research Asia’s GeoLife project (Zheng & Xie, 2010; Zheng & Lie, 2008) has been used. This dataset is collected from April 2007 to August 2012 (over four years). The dataset trajectories are recorded using different GPS loggers and GPS enabled mobile devices and logged every 1~5 second or every 5~10 meters per GPS point. The dataset has more than 17.6k trajectories from 182 users, which are about 1.2 million km long, and they are recorded for a duration of around 48000 hours. Every data point contains seven fields, as shown in the following example.

**Example:** “39.906631, 116.385564, 0, 492, 40097.5864583333, 2009-10-11, 14:04:30”.

Field numbers 1, 2, and 4 respectively represent latitude, longitude, and altitude of a geographical location. Field 3 is set to 0. Field number 5 represents the number of days (with a fractional part) that have passed since 12/30/1899. Fields numbers 6 and 7 respectively represent the date and time as a string. The GPS trajectories from the GeoLife dataset are transformed into an easy to use format and represented as a tuple (user id, latitude, longitude, and the timestamp).

### GPS Trajectories Pre-Processing

The stay point of a user is generated as a result of two situations-
1. The user spent a significant amount of time greater than a predefined threshold (say $\tau$) at some geographical point. This may happen when the user enters a building and remains there or because of the GPS signal loss. An example of this is the first stay point in Figure 4. Formally, a stay point $s = (s_{lat}, s_{long}, t_{arr}, t_{dep})$ where $s_{lat}$, $s_{long}$ are latitude, and longitude of point $s$ and $t_{arr}$ and $t_{dep}$ are arrival and departure time at point $s$.

2. The user moves around within a predefined radius (say $\delta$) for a substantial amount of time. In this time, several GPS points are generated in a region. An example of this is the second stay point is Figure 4. In this case point $s$ is a virtual location represented as a subsequence $P_1 \rightarrow \ldots \rightarrow P_j$ taken from a trajectory $P_1 \rightarrow P_2 \rightarrow \ldots \rightarrow P_n$, such that:
Distance \( \left( P_k, P_{k+1} \right) < \delta, \forall k \in [i, j] \), and \( \text{Interval} \left( P_i, t_{arr}^i, P_j, t_{arr}^j \right) > \tau \) (1)

The arrival time \( t_{arr} \) at point \( P_i \) is represented by \( P_i.t_{arr} \). The distance between two consecutive GPS points \( P_k \) and \( P_{k+1} \) is computed by function \( \text{Distance} \). The function \( \text{Interval} \) is used to find the time difference between the GPS point \( P_i \) and \( P_j \). The average of latitude and longitude of all the points in stay sub-trajectory are represented by \( s_{lat} \) and \( s_{long} \).

The stay points are computed using the algorithm presented in (Tiwari, 2013). The time threshold \( \tau \) and distance threshold \( \delta \) are set to 25 minutes and 200 meters for experiments in this work.

**Semantic Annotator**

To gather the semantic information for every stay sequence, a basic semantic annotator is developed. However, any semantic crawler can be plugged in here. The example of annotated semantic stay sequences is shown in Figure 5. The basic flowchart of the semantic annotator developed for experimentation is shown in Figure 6. This semantic information will further simplify and enhance the analysis of users’ movement from geographical and semantic perspectives.

Figure 5. Annotated Stay Sequences

The stay sequences of the individual user received from the stay sequence generator are feed to the semantic annotator. The world wide web is the richest source of information, and the source is used to crawl the semantic information.

The reverse geocoding application is used to find the actual address of the stay point. If the actual address of the stay point is not identified, then it is discarded. A seed URL is a feed to the semantic crawler, and the page downloader, in turn, downloads the page. The link extractor extracts the hyperlinks’ links in the page and adds in the crawl queue if it is found to be relevant. The relevance of each link is calculated using a semantic ontology. The semantic ontology for tourism is adapted from the one discussed in (Tiwari, 2013) for testing purposes. The following equation (2) is used to compute the relevance of each link. The URL is added in the queue only if it is relevant in the context of tourism. The keyword extractor extracts the keywords from the relevant page. These keywords, if not yet already attached, are added to the semantic tag set of the stay point. The top 5 most frequent words are annotated with the stay point.

\[
\text{relevanceScore} = \frac{\text{Keywords in page matching concept } C}{\text{Keywords in page}} \tag{2}
\]
Semantic Similarity Computation

The semantic similarity for the semantically annotated stay sequences is computed using EMD. Given two distributions, EMD computes the work done to transform one sequence to another under a set of constraints. This is similar to the transportation problem.

The steps followed in similarity computation is explained as follows-

**Step 1:** Consider semantic stay sequences of user U as follows, where \( s_i \) represents a set of semantic tags associated with stay point \( i \). Then the semantically annotated stay sequence will look like the following.

\[
U = <s_1, s_2, \ldots, s_n>
\]

Construct new representations for \( U \) as a sequence of pairs where the first element is a set of semantic tags, and the second element is associate weight as follows-

\[
U' = <(s_1, w_1), \ldots, (s_n, w_n)>, \quad \text{where} \quad w_i = 1/|s_i|
\]

For example, set of semantic tags for user A’s stay sequences are

A: \( \langle \{\text{school, park, monument}\}, \{\text{shop, mall}\}, \{\text{temple}\} \rangle \)

New representation of A is a pair of semantic tags and associated weights given as-

\[
A' = <(\{\text{school, park, monument}\}, .33), (\{\text{shop, mall}\},.5), (\{\text{temple}\},1)> 
\]

Some other weight assignment method may also be used here.

**Step 2:** Formulation of problem for EMD application is as follows-

A directed weighted graph is constructed with stay points as nodes. The directed labelled links are from nodes of one sequence to the nodes of another sequence based on the common tags. Labels are minimum work required to transfer one node to another. Let us explain this concept with respect to the proposed problem through a pair of sample stay sequences for users A and B.

Consider the new representations of stay sequences of users A and B as follows:

\[
A = <(s_{a_1}, w_{a_1}), (s_{a_2}, w_{a_2}), \ldots, (s_{a_m}, w_{a_m})>
\]

\[
B = <(s_{b_1}, w_{b_1}), (s_{b_2}, w_{b_2}), \ldots, (s_{b_n}, w_{b_n})>
\]

Here each \( s_{x_i} \) is the set of tags associated with \( i^{th} \) stay point of a sequence of user \( X \), and \( w_{x_i} \) is the corresponding weight, where \( X \) is either A or B.

Construct a directed weighted graph \( G = <V, D> \) where \( V = A \cup B \) is the set of vertices and \( D = [d_{ij}] \), where \( d_{ij} \) is the distance between tags \( t_i \) and \( t_j \) and is computed using weighted dice similarity method (Srinivas, 2010) as follows:

\[
d_{ij} = (1 - \text{wt_sim_dice}(t_i, t_j))
\]
Weighted dice similarity is computed using:

\[ wt_{sim_{w(d_1,d_2)}} = \frac{\sum_{t \in T_1 \cap T_2} w_{t_1} \cdot w_{t_2}}{\sum_{t \in T_1} w_{t_1} + \sum_{t \in T_2} w_{t_2}} \]
Here $T_i$ and $T_j$ are the set of stays, tagged with $t_i$ and $t_j$, respectively.

Consider the following specific example to explain the results obtained from the above equation (3). Let $A$ and $B$ are two sequences of stay points.

$A = \langle \{\text{park, school, playground}\}, 0.33 \rangle, \langle \{\text{temple, park}\}, 0.5 \rangle$

$B = \langle \{\text{park, school}\}, 0.5 \rangle, \langle \{\text{temple, school, park, canteen}\}, 0.25 \rangle$

$T_{\text{park}}, T_{\text{school}}$ and $T_{\text{park}} \cap T_{\text{school}}$ are given below:

$T_{\text{park}} = \{\langle \{\text{park, school, playground}\}, 0.33 \rangle, \langle \{\text{temple, park}\}, 0.5 \rangle, \langle \{\text{park, school}\}, 0.5 \rangle, \langle \{\text{temple, school, park, canteen}\}, 0.25 \rangle\}$

$T_{\text{school}} = \{\langle \{\text{park, school, playground}\}, 0.33 \rangle, \langle \{\text{park, school}\}, 0.5 \rangle, \langle \{\text{temple, school, park, canteen}\}, 0.25 \rangle\}$.

$T_{\text{park}} \cap T_{\text{school}} = \{\langle \{\text{park, school, playground}\}, 0.33 \rangle, \langle \{\text{park, school}\}, 0.5 \rangle, \langle \{\text{temple, school, park, canteen}\}, 0.25 \rangle\}$.

Similarity of park and school is obtained using equation (3) as follows:

$\text{wt\_sim\_dice}(\text{park, school}) = \frac{(0.33 \times 0.33 + 0.5 \times 0.5 + 0.25 \times 0.25)}{(0.33 + 0.5 + 0.25) + (0.33 + 0.5 + 0.25)}$

Thus, $\text{wt\_sim\_dice}(\text{park, school}) = 0.158$. Similarly, $\text{wt\_sim\_dice}(\text{temple, school}) = 0.0341$.

Intuitively it may be verified that park and school has higher similarity as compared to temple and school. Thus $D = [d_{ij}]$ is pre-computed for all tag pairs in the collection of semantic stay sequences. These values are further normalized.

In next step the flow $F$ is computed for the above constructed weighted graph as $F = [f_{ij}]$. Here the flow $f_{ij}$ is computed between $t_{ai}$ and $t_{bj}$ such that it minimizes the overall cost. Let $W(A, B, F)$ represents the minimum work done to transform $A$ to $B$ computed as follows:

$W(A, B, F) = \sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij} d_{ij}$

Under the constraints given as follows ($m$ and $n$ are the lengths of stay sequences $A$ and $B$, respectively).

$f_{ij} \geq 0; \ 1 \leq i \leq m \ and \ 1 \leq j \leq n$

This equation allows the movement of tags from sequence $A$ to sequence $B$ but not in reverse direction.

$\sum_{j=1}^{n} f_{ij} \leq w_{ai}, \ 1 \leq i \leq m$

$\sum_{i=1}^{m} f_{ij} \leq w_{bj}, \ 1 \leq j \leq n$
By solving the above transportation problem, we find flow matrix \( F = \{ f_{ij} \} \). EMD (dissimilarity between two sequences) is computed as follows:

\[
EMD(A, B) = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij} d_{ij}}{\sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij}}
\]

(9)

**Step 3:** Finally, the Semantic Similarity between users A and B is given as below.

\[
Sim_{EMD} = 1 - EMD(A, B)
\]

(10)

The semantic similarity between all the pairs of user sequences is computed and used to evaluate accuracy of the proposed approach. The results of the experiments are discussed in the next section.

**Tourist Recommender System**

A collaborative filtering-based recommender system is developed in which the user similarity matrix is supplied as input. Any other recommender system can be plugged in here, which requires user similarity based on past travel histories. The authors have developed a recommender system in (Tiwari, 2015) and it is used here. The recommender system developed here takes the user details and similarity matrix for that user obtained from the similarity computation module. On the basis of current location of user and the interest of similar users in the nearby locations are used to generated the meaningful recommendations for the user. The precision and recall of the recommender system are 93.65% and 89.2%, respectively.

**EXPERIMENTAL RESULTS**

The effectiveness of the proposed approach is verified using various experimental settings, as discussed here. The proposed similarity measure is compared with various other existing similarity measures, such as Jaccard, Dice, Cosine, and Pearson’s methods. Due to the lack of actual similarity values, the cosine similarity values are considered as base results for comparisons as it is one of the most popular and commonly used similarity measures found in recommender systems. The metrics used for evaluation are the Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE). These evaluation matrices are frequently used in information filtering. A lower value of RMSE and MAE corresponds to better performance. From the dataset of 182 users, the semantic stay sequences of all the users are computed. Five groups of randomly selected fifteen users are picked for experiments from these users, and these groups are named as G1, G2, G3, G4 and G5, respectively. In a group set the users are selected randomly to remove the bias in selection. The datasets are divided in groups to evaluate the proposed similarity measure with in a different set of users. For evaluation purpose a smaller group of users is used. However, the experiments are also performed to find semantically similar users from the set of 182 users. The results of experiments show that the RMSE and MAE
of proposed approach outperforms the other similarity approaches. The experimental scenarios are discussed as follows.

**Scenario-1 (RMSE)**

RMSE is a measure of the difference between actual and predicted values. RMSE is computed using equation (11). As already discussed, due to the lack of actual values for user similarity, results of cosine are considered as actual values.

\[
RMSE = \sqrt{\frac{\sum (\text{Predicted} - \text{Actual})^2}{N}}
\]  

(11)

The value of RMSE for Jaccard, Dice, Pearson, and the proposed approach are computed and compared. Table 1 shows the RMSE values for all the similarity measure. The relative percentage improvement of the proposed approach is shown in Figure 7. When compared with Jaccard, the percentage improvement of the proposed EMD-based approach is 15.9%. The percentage improvement in the case of Dice and Pearson's methods is 13.9% and 2.6%, respectively. Hence the overall percentage improvement of EMD based approach is 10.7%.

**Scenario-2 (MAE)**

The average magnitude of difference between the predicted and actual values without consideration of direction is called Mean Absolute Error (MAE). It is a measure of accuracy and computed using equation (12).

\[
MAE = \frac{\sum |(\text{Predicted} - \text{Actual})|}{N}
\]  

(12)

MAE is computed for the similarity computed from Jaccard, Dice, Pearson’s, and EMD based approach with respect to Cosine similarity measure, and results are shown in Table 2. The percentage improvement of EMD based approach is presented in Figure 8. The average percentage improvement of EMD based approach over Jaccard, Dice, and Pearson’s method is 7.31%, 5.57%, and 4.31%, respectively. The overall average percentage improvement comes out as 5.73%.
Scenario-3 (EMD Based Method On Trajectories)

The experiments are performed using EMD based method directly on semantic trajectories instead of semantic stay sequences to verify the effective information loss while using semantic stay sequences instead of semantic trajectories. It is observed that in both cases, the top similar users found for the test users are the same. However, the strength of similarities varies for different users in the two cases. The results of the comparison are shown in Figure 9. The semantic trajectory-based method takes more time in similarity computation as compared to the semantic stay sequence-based method. Therefore, it is claimed that the semantic stay-based method is more effective as the results are not affected, and time is reduced.

Consider the user 4, top four similar users by stay based method are u8, u6, u2, and u9, and using an individual trajectory-based approach, similar users are again u8, u2, u6, and u9. The strength of similarity is different, but the set of similar users is the same. Based on the above result, it is concluded that the stay-based approach is equally effective as trajectory-based approach.

Scenario-4 (EMD based method Vs. Least Common Sub-Sequence based method)

The proposed method is compared with the longest common subsequence (LCSS) and proposed trajectory similarity approach. The list of top ten similar users found using both the methods. These experiments are performed 20 times for different users, and when results are compared, they show that on an average, 7.6 similar users are common in both the list for every user. This proves the accuracy of the proposed approach.

DISCUSSION

In all the experimental settings above, the cosine similarity measure is considered as actual values. This assumption that cosine values are true values need to be verified. To verify the results on actual data, the experiments are conducted on a set of 10 real users. Out of ten users seven were male and three were female users in age group of 19-23 years. Most of the experimental data is collected in

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Jaccard</th>
<th>Dice</th>
<th>Pearson</th>
<th>EMD Based</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>1.00</td>
<td>0.91</td>
<td>0.90</td>
<td>0.87</td>
</tr>
<tr>
<td>G2</td>
<td>0.93</td>
<td>0.90</td>
<td>0.82</td>
<td>0.81</td>
</tr>
<tr>
<td>G3</td>
<td>0.88</td>
<td>0.88</td>
<td>0.79</td>
<td>0.78</td>
</tr>
<tr>
<td>G4</td>
<td>0.99</td>
<td>0.99</td>
<td>0.85</td>
<td>0.82</td>
</tr>
<tr>
<td>G5</td>
<td>0.83</td>
<td>0.85</td>
<td>0.73</td>
<td>0.72</td>
</tr>
</tbody>
</table>
National Capital Territory of Delhi, India. The GPS data is collected from these 10 volunteer users for a period of 2 months. They used GPS logger app for android to collect the data. These users are all students, and therefore data is collected during the summer vacation period when the travel is most frequent. Once the data is gathered for all ten users, each one of them is requested to rate other remaining nine users based on their perception of similarity in travel taste on the scale of 0 to 1 where 0 is least similar, and 1 is most similar. Users were allowed to discuss their travel preferences with each other to understand the travel preference of each other before rating. The similarity is symmetric in nature, but in this case, user A and user B may not rate each other with the same rating values. To remove the ambiguity average of the rating given by both users is considered as the ground value. Considering user U1 as a test user and now similarity, this user is computed with the remaining nine users using EMD based proposed approach. The MAE is computed for EMD based similarity using the ground truth take from users themselves. The average of the MAE, in this case, comes out to be below 5%. This supports the validity of the proposed approach.

CONCLUSION

The contribution of this work is the semantic user similarity approach based on earth mover distance for the tourist sport recommender system. The proposed approach considers the semantic features
while computing similarity along with the geographical features. The experiment has shown that the approach outperforms all the conventional similarity measures when compared in terms of RMSE and MAE. The proposed approach shows an average percentage improvement of 10.7% in RMSE and 5.73% in MAE. It has also been demonstrated experimentally that the semantic stay sequence-based approach is computationally beneficially and equally effective when compared with the semantic trajectory-based approach. Also, the proposed approach is comparable with the existing trajectory similarity method LCSS. The precision and recall of the RS developed are also motivating. Further, more experiments may be performed for the proposed method using social network check-in data instead of GPS logs. The location sharing on social networks is becoming popular nowadays and therefore the proposed approach may be tested on the check-in data of users collected from the social networks. Also, the proposed work may be extended to deal with sparse trajectories.
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