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ABSTRACT

The outbreak of COVID-19 led to rapid development of the mobile healthcare services. Given that user 
satisfaction is of great significance in inducing marketing success in competition markets, this research 
explores and predicts user satisfaction with mobile healthcare services. Specifically, the current 
research aimed to design a machine learning model that predicts user satisfaction with healthcare 
services using big data from Google Play Store reviews and satisfaction ratings. By dealing with the 
sentimental features in online reviews with five classifiers, the authors find that logistic regression 
with term frequency-inverse document frequency (TF-IDF) and XGBoost with bag of words (BoW) 
have superior performances in predicting user satisfaction for healthcare services. Based on these 
results, the authors conclude that such user-generated texts as online reviews can be used to predict 
user satisfaction, and logistic regression with TF-IDF and XGBoost with BoW can be prioritized for 
developing online review analysis platforms for healthcare service providers.
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INTRODUCTION

Along with the global spread of COVID-19, people’s demands for a healthy lifestyle have enhanced 
rapidly since 2019. Due to the recommendations of the World Health Organization (WHO) (Jones 
et al., 2020) on maintaining physical distance, healthcare-related services cannot provide face-to-
face services. Countering this situation, several companies have been striving to provide mobile 

https://orcid.org/0000-0002-9718-6395
https://orcid.org/0000-0003-1112-7974
https://orcid.org/0000-0001-7750-2664


Journal of Organizational and End User Computing
Volume 34 • Issue 6

2

technology-based healthcare services (i.e., mobile healthcare service) to individuals who desire to take 
care of their health. Because mobile healthcare services do not require face-to-face communication, 
the services are suitable for the Covid-19 environment and have attracted a large number of users 
(Ming et al., 2020).

Mobile healthcare service is conceptualized as a system that offers health-related information and 
services via mobile communication technologies (e.g., smart phones and mobile networks) (Jaiswal 
and Anand, 2021; Zhao et al., 2018). Owing to the immense contribution to big data technology 
and artificial intelligence in recent times, mobile healthcare services can adequately trace the health 
condition of their users, and offer timely treatment and care (Zhao et al., 2018; Bol et al., 2018; Saheb, 
2020). Mobile healthcare services not only save diagnosis time and cost but also play a positive role 
to improve the efficiency of medical resources (Lin et al., 2021). Therefore, a number of countries 
(e.g., Korea, China, and United States) have been taking efforts to support the development of mobile 
healthcare services (Zhao et al., 2018). Additionally, many people have been attracted by the advantages 
of mobile healthcare services and have resorted in their daily usage (Ming et al., 2020). As of 2021, 
more than 400,000 mobile healthcare applications have been made available on the Google play store 
(Imaginovation, 2021). According to Global market insights (2021), the global mobile health market 
has been estimated to reach $289.4 billion by 2025.

Considering user satisfaction as being related to user loyalty and the intention to use specific 
technologies continuously (Bhattacherjee, 2001; Kumar et al., 2013; Cheng and Jiang, 2020), several 
studies have explored the user experience elements that lead to greater user satisfaction with mobile 
healthcare services (e.g., Oppong et al., 2021; Handayani et al., 2018; Keikhosrokiani et al., 2020). 
However, most studies exploring the user experience of mobile healthcare services only employed 
a small number of samples and traditional methodologies (e.g., analyzing small survey-based data 
with structural equation model). Therefore, to solve these shortcomings, this research attempts to 
predict and explore user satisfaction with mobile healthcare services by examining big data using 
machine learning approaches.

Specifically, 139,604 usable online reviews of a particular mobile healthcare service (i.e., Samsung 
Health) from Google Play store were collected. Subsequently, five machine learning classifiers (i.e., 
Logistic regression, Random Forest, Gradient Boosting Model, Extreme Gradient Boosting, Naïve 
Bayes) with three word embedding methods (Bag-of-words (BoW), Term Frequency - Inverse 
Document Frequency (TF-IDF), Global Vectors for Word Representation (GloVe)) for predicting 
user satisfaction with healthcare services were applied. It is worth noting that, this is one of the 
first studies to predict user satisfaction by employing big data and machine learning approaches in 
the mobile healthcare service field. Theoretically, this study also can contribute to expanding the 
literature of affect theory (Kratzwald et al., 2018) which indicates that user-generated contents are 
notably related to user satisfaction with certain services and products.

In order to achieve marketing success in the mobile healthcare service market, which has been 
fierce due to the spread of COVID-19, prior studies (Alam et al., 2021; Jaana and Paré, 2020; Khalil et 
al., 2020; Alanzi et al., 2021; Lee and Figueredo, 2021) have implied that it is necessary to investigate 
and predict the user experience and satisfaction with the services. Therefore, the current research can 
be regarded as one of the studies contributing to face the COVID-19 pandemic.

LITERATURE REVIEw

User Satisfaction with Mobile Healthcare Services
With reference to the rapid development of mobile healthcare services, many scholars have tried to 
explore improvements in user experience to enhance user satisfaction. Oppong et al. (2021) employed 
structural equation modeling (SEM) for computing 305 samples and established that, interaction 
quality positively influences user satisfaction with mobile healthcare services. Zhang et al. (2018) 
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used SEM to analyze 273 samples and reported that perceived e-health literacy negatively affects user 
satisfaction with healthcare services. By computing 127 validated responses with SEM, Handayani et 
al. (2018) confirmed that ease of access and convenience markedly affect user satisfaction with mobile 
healthcare systems. Keikhosrokiani et al. (2020) applied covariance-based SEM for computing 323 
samples and found that system quality and mHealth literacy influenced user satisfaction with mobile 
health. Akter et al. (2013a) examined 283 validated data with SEM and concluded that service quality 
predicts user satisfaction with mobile health services. Based on the SEM outcomes of 350 responses, 
Akter et al. (2013b) discovered that usefulness and confirmation can lead to a greater user satisfaction 
in the context of healthcare services. Jaana and Paré (2020) demonstrated that both usefulness and 
expectation confirmation lead to greater user satisfaction with mobile healthcare technologies by 
examining the 4,109 samples with SEM approach. Ju and Zhang (2020) reported that service quality 
positively influences the user satisfaction with healthcare services via the mediation of expectation 
confirmation by computing 521 survey-based data with SEM.

In reviewing the aforementioned literature on mobile healthcare services, it was found that most of 
the works explored user satisfaction based on a limited number of samples and traditional approaches 
(e.g., SEM). To address these limitations, this study explored user satisfaction with mobile healthcare 
services by using machine learning models to compute large scale online reviews, as suggested by 
Kim et al. (2021) and Hwang et al. (2020).

User Experience, Online Review, and Machine Learning
Zhao et al. (2019) identified that, exploring online reviews is helpful for understanding user assessments 
of certain services or products, which is likely to induce marketing success in competitive markets 
(Yang et al., 2009). Moreover, Chatterjee et al. (2021) suggested that computing user-generated texts 
such as online reviews is a practical method for detecting user experience with specific services. This 
is because online reviews not only contain users’ opinions and emotions but are also easy to access 
(Zhao et al., 2019; Chatterjee et al., 2021; Kim et al., 2021). Furthermore, Kim et al. (2021), Wang 
and Goh (2020), and Jang and Yi (2017) demonstrated that online reviews contain user experience-
related elements that may be associated to user satisfaction with particular services and products. 
Therefore, it is appropriate to predict user satisfaction by analyzing online reviews.

In line with the above-mentioned viewpoints, Zheng et al. (2021), Schaeffer and Sanchez (2020) 
suggested machine learning approaches (e.g., logistic regression, random forest) as appropriate for 
exploring user experiences. Furthermore, several scholars have attempted to predict user intention 
or satisfaction by analyzing online reviews with machine learning approaches. Bansal and Srivastava 
(2018) predicted user satisfaction by computing online reviews with several machine learning 
algorithms (i.e., support vector machine, Naïve Bayes, logistic regression, random forest) and 
confirmed a higher accuracy with random forest (accuracy: 90.21%) and Logistic regression (accuracy: 
89.72%) compared with other algorithms. Moreover, Zahoor et al. (2020) found that random forest 
(accuracy: 94%), Naïve Bayes (accuracy: 91%), and logistic regression (accuracy: 91%) have a great 
accuracy in predicting user satisfaction with restaurant services. Additionally, Shah et al. (2021) 
confirmed that random forest (accuracy: 93.17%) and logistic regression (accuracy: 90.88%) has a 
higher accuracy than multinomial and Bernoulli Naïve Bayes models in forecasting user satisfaction 
with certain products. La et al. (2021) predicted tourists’ satisfaction by analyzing their online 
comments with Logistic regression and found the classifier to have an accuracy of 80.95%. Luo et 
al. (2021) analyzed online reviews using random forest to predict positive/negative customer ratings 
for restaurant services. These studies indicate that user satisfaction can be predicted by employing 
random forest, logistic regression, and Naïve Bayes for classifying online reviews.

For better classification accuracy, several advanced machine learning methodologies (e.g., 
extreme gradient boosting (XGBoost), gradient boosting model (GBM)) have been employed for 
detecting user satisfaction with specific services. By adopting several machine learning classifiers 
(e.g., random forest, logistic regression, XGBoost), Hwang et al. (2020) confirmed XGBoost to 
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have the best accuracy (83.42%) in terms of forecasting users’ positive and negative assessments 
of airline services. Chatterjee et al. (2021) employed XGBoost for computing product reviews and 
attained best outcomes with forecasting user satisfaction among other classifiers (e.g., random forest). 
In addition, Xu et al. (2022) applied XGBoost for analyzing users’ comments towards doctors and 
achieved advanced results in predicting patients’ satisfaction. Hew et al. (2020) revealed that examining 
online reviews with GBM has a great power (F1 score: 0.8375) in forecasting user satisfaction with 
online learnings. Therefore, this study attempted to employ and compare the performance of logistic 
regression, random forest, Naïve Bayes, XGBoost, and GBM for detecting user satisfaction with 
mobile healthcare services.

METHODS

Data Collection
Given “Samsung Health” is a well-known mobile healthcare service with approximately 200 million 
users as of 2020 (Samsung newsroom, 2020; Yonhap News, 2021), it was selected as the target 
application with 158,222 online reviews collected from Google play store. This dataset consisted of 
three metadata (i.e., textual reviews, star ratings, and dates) from April 8, 2015 to September 2, 2021.

Preprocessing
User satisfaction, a psychological variable, is conceptualized as users’ global assessments of using 
specific services or products (Kim et al., 2021; Bhattacherjee, 2001). As indicated in affect theory 
(Kratzwald et al., 2018) and user experience related studies (Li and Zhang, 2014; Ho-Dac et al., 
2013; Hu et al., 2019), user satisfaction can be measured by star ratings of online reviews. As the 
current research focused on predicting user satisfaction, star ratings were selected as a criterion to 
build sentiment classifiers based on machine learning methods. Specifically, reviews greater than 
a 3-star rating was regarded as positive, and those less than a 3-star rating as negative. Thus, a 
negative review indicates user dissatisfaction, while a positive review demonstrates user satisfaction. 
Furthermore, following Li and Zhang (2014) and Hu et al. (2019), reviews with 3-star ratings were 
excluded from the dataset.

As the COVID-19 pandemic began to spread in January 2020, the authors sliced the dataset into 
pre-2020 and post-2020 (see Figure 1). In “before COVID-19” dataset, training set consists of data 
from 2015 to 2018, and the test set consists of data from 2019. In “after COVID-19” dataset, training 
set consists of data from 2020, and the test set consists of data from 2021.

Before training the classifiers, all textual reviews were preprocessed. In this process, Regular 
expressions in the Python library were used to remove special symbols. Subsequently, Natural 
Language Toolkit (NLTK) was used to extract accurate lemmatization and remove the stopwords in 
NLTK. Consequently, 139,604 reviews were used for the analysis (Figure 1).

Imbalanced Class
For imbalanced datasets, the majority and minority class differences are so large, which may lead the 
accuracy of minority class prediction to be poor (Chen et al., 2004; Karimi et al., 2019). Thus, owing 
to the imbalanced distribution of the ratings in the current research, downsampling was performed as 
suggested by Karimi et al. (2019) and Liu et al. (2021). Specifically, the “before COVID-19” training 
set and test set contain 59,857 data (positive: 44,201 and negative: 15,656) and 30,027 (positive: 
22,923 and negative: 7,104), respectively. Moreover, the “after COVID-19” training set and test 
set contain 27,137 data (positive: 17,406 and negative: 9,731) and 22,583 data (positive: 8,246 and 
negative: 14,337), respectively. As a result, the number of positive data was matched with the number 
of negative data. Overall, “before COVID-19” 31,312 training and 14,208 test datasets and “after 
COVID-19” 19,462 training and 16,492 test datasets were preprocessed, respectively.
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Text Feature Extraction
Representative methodologies such as BoW, TF-IDF (Joachims, 1997), GloVe (Pennington et al., 
2014) were employed for extracting the text features from the data as suggested by Krouska et al. 
(2020) and Soumya and Pramod (2020).

BoW represents text data in numerical expressions (e.g., word occurrence frequency). These 
features were obtained by applying the count vectorizer module in scikit-learn, which is a Python 
library.

TF-IDF indicates how significant a word is in a particular document when a document group 
includes multiple documents (Joachims, 1997). It computes the frequency by multiplying the term 
frequency (TF), a value that reveals the frequency of a specific word in a document, and the inverse 
document frequency (IDF), the relative frequencies corresponding to a set of documents.

The vector W  in terms of a document(d) is determined by a combination of the statistics TF (t, 
d) and DF(t). The term frequency (TF) is word count (t) that appears in document (d). The document 
frequency (DF) is the number of documents in which the specific word (t) appears. The inverse 
document frequency IDF t( )  is obtained by document frequency:

IDF t
D

DF t
( ) = ( )












log  (1)

D   is the entire count of documents. The inverse document frequency about a word (IDF) has 
high value when it arises in a small number of documents. In addition, it has low value when it arises 
in numerous documents. The certain word feature W  is calculated as a dot product (Jing et al., 2002):

W TF t d IDF t= ( ) ( ), *  (2)

TF-IDF features were obtained by employing the Tfidf Vectorizer module in scikit-learn.

Figure 1. Distribution of positive and negative reviews by year
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GloVe is a feature representation method using both count-based and prediction-based. GloVe 
conducts a dot product of the embedded central word and the surrounding word vector to determine 
the probability of co-occurrence in the entire corpus (Sakketou and Ampazis, 2020). The GloVe 
feature representation is easy to use for training and it finds the semantic connections of words in 
the vector space (Nandanwar and Choudhary, 2021).

The GloVe objective function is made up of Eqn. (3). Objective function J( )  was defined to 
avoid weighting all co-occurrences equally. Xij means that the number of word (i) appears in the 
context of word (j). V is the size of the vocabulary. w

i
 vector and w

j
 vector are about the main word 

and the context word respectively. b
i
, b
j
 are scalar biases in terms of the main and context words:

J f X w w b b X
i j

V

ij i
T

j i j ij
= ( ) + + −( )

=
∑� � � log
, 1

2
 (3)

Finally, the weight function f X
ij( )  which aids us to avoid learning only from extremely frequent 

word pairs is as follows (Pennington et al., 2014):

f X

X

x
if X x

ij

ij

ij( ) =











<

max
max

α

             

   1                       otherwise











 (4)

According to Pennington et al. (2014), f x( )  has several properties. First, f 0( )  = 0. Second, 
f x( )  needs to be increasing function in order to prevent overweighting of rare co-occurrences. Third, 
f x( )  needs to be relatively small for big X x

ij max
( )<  in other to block overweighting frequent co-

occurrences.
The GloVe model was trained by utilizing its package to find the appropriate frequency values.

Machine Learning Method for Classification
Machine learning models such as logistic regression, random forest, Naïve Bayes, GBM, and XGBoost 
were employed for classifying positive and negative reviews. Logistic regression, random forest, Naïve 
Bayes, and GBM were implemented using scikit-learn. However, for random forest and GBM, the 
ensemble module was employed (Hakak et al., 2021; Konstantinov and Utkin, 2021). Furthermore, 
the XGBoost model was implemented by utilizing XGBoost python library. At the same time, a grid 
search, which is provided in scikit-learn, was used for tuning optimized hyperparameters (Budholiya 
et al., 2020). The process used to classify reviews is shown in Figure 2.

RESULTS

Following the guidelines of Hwang et al. (2020) and Lee et al. (2021), the prediction outcomes of 
the classifiers were validated by employing a confusion matrix (Table 1): precision [equation (5)], 
recall [equation (6)], accuracy [equation (7)] and F1-score [equation (8)]. As shown in outcomes 
from “before COVID-19” dataset, the Logistic regression classifier model using the TF-IDF achieved 
the highest accuracy with 89.07%. Additionally, XGBoost with BoW (88.83%) achieved relatively 
high accuracy. As reported in results from “after COVID-19” dataset, XGBoost with BoW achieved 
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the highest accuracy with 89.16%. Moreover, Logistic regression with BoW (89.10%) achieved the 
relatively high accuracy. The summary of the accuracy results is reported in Figure 3, 4 and Table 2, 3.

Precision
TP

TP FP
=

+( )
 (5)

Recall
TP

TP FN
=

+( )
 (6)

Accuracy
TP TN

TP TN FP FN
=

+( )
+ + +( )

 (7)

Figure 2. Flow chart of the study method

Table 1. Confusion matrix

Confusion matrix
True class

Positive Negative

Predictive class
Positive True Positive (TP) False Positive (FP)

Negative False Negative (FN) True Negative (TN)
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Table 2. Before Covid-19 Results of each classifier

Model Embedding Class Accuracy Precision Recall F1-score

Logistic Regression

BoW
pos

0.8831
0.8506 0.9295 0.88828

neg 0.9223 0.8367 0.87741

TF-IDF
pos

0.8908
0.877 0.9091 0.89273

neg 0.9056 0.8725 0.88873

GloVe
pos

0.8658
0.8559 0.8796 0.86762

neg 0.8762 0.8519 0.86389

XGBoost

BoW 
(‘learning_rate’: 0.1, 
‘max_depth’: 8, ‘n_
estimators’: 1000)

pos

0.8884

0.8606 0.9269 0.89252

neg 0.9208 0.8498 0.8839

TF-IDF 
(‘learning_rate’: 0.1, 
‘max_depth’: 6, ‘n_
estimators’: 1000)

pos

0.8879

0.8745 0.9057 0.88984

neg 0.9022 0.8701 0.88585

GloVe 
(‘learning_rate’: 0.05, 
‘max_depth’: 4, ‘n_
estimators’: 1000)

pos

0.7713

0.7886 0.7414 0.76428

neg 0.756 0.8012 0.77797

Random Forest

BoW 
(‘max_depth’: 50, 
‘min_samples_leaf’: 1, 
‘min_samples_split’: 2, 
‘n_estimators’: 1000)

pos

0.8618

0.8314 0.9077 0.86783

neg 0.8983 0.8159 0.85512

TF-IDF 
(‘max_depth’: 50, 
‘min_samples_leaf’: 1, 
‘min_samples_split’: 2, 
‘n_estimators’: 600)

pos

0.8676

0.8697 0.8647 0.86723

neg 0.8655 0.8705 0.86799

GloVe 
(‘max_depth’: 50, 
‘min_samples_leaf’: 2, 
‘min_samples_split’: 2, 
‘n_estimators’: 600)

pos

0.7386

0.8299 0.6002 0.69662

neg 0.6869 0.877 0.77037

GBM

BoW 
(‘learning_rate’: 0.1, 
‘max_depth’: 8, ‘n_
estimators’: 1000)

pos

0.8868

0.8591 0.9253 0.89095

neg 0.919 0.8483 0.88222

TF-IDF 
(‘learning_rate’: 0.2, 
‘max_depth’: 8, ‘n_
estimators’: 1000)

pos

0.8858

0.8743 0.901 0.88749

neg 0.8979 0.8705 0.884

GloVe 
(‘learning_rate’: 0.05, 
‘max_depth’: 6, ‘n_
estimators’: 200)

pos

0.6914

0.6466 0.8446 0.73242

neg 0.776 0.5383 0.63564

Naïve Bayes

BoW
pos

0.8001
0.7488 0.9033 0.81881

neg 0.8781 0.6969 0.77712

TF-IDF
pos

0.7413
0.7039 0.8331 0.76307

neg 0.7956 0.6496 0.71523

GloVe
pos

0.8037
0.8066 0.799 0.80277

neg 0.8009 0.8084 0.80462
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Table 3. After Covid-19 Results of each classifier

Model Embedding Class Accuracy Precision Recall F1-score

Logistic Regression

BoW
pos

0.891
0.9002 0.8796 0.88978

neg 0.8823 0.9025 0.89227

TF-IDF
pos

0.8867
0.9257 0.841 0.88131

neg 0.8543 0.9325 0.89169

GloVe
pos

0.8575
0.9099 0.7936 0.84778

neg 0.817 0.9214 0.86607

XGBoost

BoW 
(‘learning_rate’: 0.2, 
‘max_depth’: 6, ‘n_
estimators’: 1000)

pos

0.8916

0.9146 0.8639 0.88856

neg 0.8711 0.9194 0.89457

TF-IDF 
(‘learning_rate’: 0.1, 
‘max_depth’: 4, ‘n_
estimators’: 1000)

pos

0.8842

0.9244 0.8369 0.87849

neg 0.851 0.9316 0.88948

GloVe 
(‘learning_rate’: 0.1, 
‘max_depth’: 6, ‘n_
estimators’: 200)

pos

0.7656

0.8335 0.664 0.73912

neg 0.7208 0.8673 0.78728

Random Forest

BoW 
(‘max_depth’: 50, 
‘min_samples_leaf’: 1, 
‘min_samples_split’: 2, 
‘n_estimators’: 600)

pos

0.8662

0.8997 0.8243 0.86033

neg 0.8379 0.9081 0.87156

TF-IDF 
(‘max_depth’: 50, 
‘min_samples_leaf’: 1, 
‘min_samples_split’: 10, 
‘n_estimators’: 1000)

pos

0.8581

0.927 0.7773 0.84559

neg 0.8083 0.9388 0.86865

GloVe 
(‘max_depth’: 20, 
‘min_samples_leaf’: 2, 
‘min_samples_split’: 2, 
‘n_estimators’: 1000)

pos

0.6988

0.9088 0.442 0.59476

neg 0.6314 0.9556 0.76036

GBM

BoW 
(‘learning_rate’: 0.2, 
‘max_depth’: 6, ‘n_
estimators’: 1000)

pos

0.8896

0.908 0.867 0.88703

neg 0.8727 0.9122 0.89203

TF-IDF 
(‘learning_rate’: 0.1, 
‘max_depth’: 6, ‘n_
estimators’: 1000)

pos

0.8815

0.9232 0.8322 0.87531

neg 0.8472 0.9308 0.88703

GloVe 
(‘learning_rate’: 0.05, 
‘max_depth’: 4, ‘n_
estimators’: 200)

pos

0.6971

0.6619 0.8057 0.72676

neg 0.7518 0.5884 0.66014

Naïve Bayes

BoW
pos

0.8234
0.8079 0.8485 0.82771

neg 0.8405 0.7982 0.81881

TF-IDF
pos

0.7735
0.7664 0.786806 0.77645

neg 0.781 0.7601 0.7704

GloVe
pos

0.7662
0.9063 0.5937 0.71747

neg 0.6979 0.9386 0.80058
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F score
Recall Precision

Recall Precision
1

2
− =

× ×( )
+( )

 (8)

DISCUSSION

Rare studies predicted the satisfaction of healthcare service users through comparing cutting-edge 
machine learning algorithms. The present study seeks to find a machine learning model that predicts user 
satisfaction with healthcare services using review data and satisfaction ratings from Google play store.

Figure 3. Summary of prediction accuracy before Covid-19

Figure 4. Summary of prediction accuracy after Covid-19
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Along with the swift diffusion of COVID-19, the mobile healthcare service market is thriving 
again (Coherent Market Insights, 2021). With this trend, several companies have been making efforts 
to improve their mobile healthcare services for better user experiences (Big Innovation Centre, 2021). 
Furthermore, considering that user satisfaction is a significant element in the success of a marketing 
strategy, several studies have tried to explore user satisfaction in the context of mobile healthcare 
services. Thus, large scale online reviews were computed in this study using several machine learning 
approaches (i.e., logistic regression, random forest, Naïve Bayes, XGBoost, and GBM) with feature 
representation techniques (i.e., TF-IDF, BoW, GloVe) for predicting user satisfaction of healthcare 
services. Based on the outcomes from “before COVID-19” dataset, Logistic regression with TF-IDF 
achieved the highest accuracy of 89.07%. Moreover, as indicated in the results from “after COVID-19” 
dataset, XGBoost with BoW achieved the highest accuracy of 89.16%. The prediction accuracies 
achieved in this study can be considered superior to the results of existing studies (Hwang et al., 2020; 
La et al., 2021). Overall, Logistic regression with TF-IDF and XGBoost with BoW are proposed to 
have better performances in predicting user satisfaction for healthcare services.

For practical application, this research has the following implications. As shown in the results, 
most classifiers with GloVe have low accuracy. This outcome is different from the viewpoints of 
Lim et al. (2021) and Krouska et al. (2020), which implies that GloVe is suitable for extracting text 
features when using machine learning methods. This means that GloVe may not be appropriate for 
analyzing online reviews of mobile healthcare service. Thus, healthcare service providers need not 
consider applying GloVe, instead of TF-IDF or BoW, for predicting user satisfaction.

Furthermore, based on the outcomes from “after COVID-19” dataset, this research found that 
XGBoost using BoW shows similar predictive performance to Logistic regression using BoW. Thus, 
the following suggestions are proposed for healthcare service providers in the context of COVID-19 
pandemic. The use of XGBoost with BoW can be prioritized for developing online review analysis 
platforms for healthcare service providers; it showed better predictive performance in predicting user 
satisfaction. However, an advanced model such as XGBoost need not be introduced when a company 
lacks human or financial resources (see Nan et al., 2022). This is because, Logistic regression using 
BoW also exhibits sufficient prediction performance.”

CONCLUSION

Existing studies (e.g., Zhang et al., 2017; Keikhosrokiani et al., 2020) on user experiences of healthcare 
services used a limited number of samples and traditional approaches (e.g., SEM). For addressing 
the limitations of previous studies, the current research computed large scale online reviews using 
machine learning approaches for exploring user satisfaction with healthcare services. As a result, 
in this research, machine learning techniques showed high accuracy of roughly 90% in predicting 
user satisfaction, implying that machine learning approaches are effective methods for exploring 
user experience and satisfaction. In addition, considering that online reviews are easy to obtain and 
machine learning techniques can effectively process such a large amount of data, the approach used 
in this research saves money and time (see Kim et al., 2021) compared to survey methods that have 
been widely used to explore user experience (Ju and Zhang, 2020; Keikhosrokiani et al., 2020; Nan et 
al., 2022). Overall, the current research can contribute to extending the literature of user experience 
of healthcare services in the dimensions of big data and machine learning approaches.

In terms of theoretical implications, the results show that user-generated texts such as online 
reviews can be utilized to predict user satisfaction. This viewpoint is supported by Kim et al. (2021) 
and Cheng and Jin (2019), which implies that online reviews and user experiences have a close 
association. This is because online reviews generally contain user’s feelings or perceptions after using 
specific services or products (Kim et al., 2021; Park et al. 2021; Zhao et al., 2019). Furthermore, 
this finding can be explained by affect theory (Kratzwald et al., 2018). The theory implies that when 
users are satisfied with a particular service, they will write online reviews with positive emotions 
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and praise the service provider, and conversely, dissatisfaction will lead them to write online reviews 
with negative emotions and criticize the service provider (Xu, 2020). Therefore, this study also can 
contribute to expanding the literature of affect theory in the aspect of computational approach.

The current research has the following limitations that should be addressed in the future. First, 
this research only employed one mobile healthcare application (i.e., Samsung Health) for detecting 
user satisfaction. Therefore, it is necessary to validate the methodology in the context of other mobile 
healthcare applications. Second, Google play store does not provide users’ demographic information; 
therefore, the research did not consider age or gender in our approaches. Third, this research only 
analyzed English data; thus, future studies should compute other languages for validating our 
approaches. Fourth, although deep learning approach also is widely adopted in text classification 
area, this study did not consider the approach because deep learning is out of the scope of the present 
research. However, future research can employ some deep learning methods such as Bidirectional 
Encoder Representations from Transformers (BERT) to predicting user satisfaction in the context of 
mobile healthcare services.
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