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ABSTRACT

Predicting graduation destination can help students determine their learning goals in advance, help faculty optimize curriculum and provide career guidance for students. In this paper, the authors first propose a prediction algorithm for graduation destination of undergraduates based on LambdaMART, called PGDU_LM, which uses Spearman correlation coefficient to analyze the correlation between subjects and graduate destinations and extract characteristic subjects, and uses LambdaMART ranking model to calculate students’ propensity scores in different graduate destinations. Second, a visual analysis method for students’ course grades and graduation destinations is designed to support users to analyze student data from multiple dimensions. Finally, a prediction and visual analysis system for graduation destination of undergraduates, PGDUvis, is designed and implemented. A case study and user evaluation on this system was conducted using the academic data of students from five majors who graduated from a university during 2016-2020, and the results illustrate the effectiveness of this method.
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INTRODUCTION

Graduation is an important turning point in a student’s life. After graduation, one typically has five destinations, including domestic graduate school, overseas study, employment, freelance work, and unemployment. The likelihood of embarking on a particular destination is influenced by various factors that include gender, birthplace, academic performance, and personal strengths (Zhang et al., 2021). Using
an individual’s circumstances to predict a student’s graduation destinations is important; for students, it helps them clarify their future direction and make reasonable study plans in advance; for teachers, they can optimize their curriculum and provide career guidance to students (Peng, 2020; Liu, 2021).

Generally, the length of undergraduate study is four years, or eight semesters, and about 60 subjects are required. Each subject has credit requirements and assessment results. Each undergraduate accumulates a large amount of data from enrollment to graduation, which includes basic information (including gender, birthdate, birthplace, political affiliation, and major), course grades, graduation destinations (including destination type and industry type), etc. This information constitutes a huge undergraduate academic data set. How to efficiently and deeply analyze these data, find out the distribution characteristics of course grades and graduation destinations, explore the factors that affect students’ graduation destinations, and then accurately predict students’ graduation destinations is quite challenging.

Most of the existing analysis methods are based on questionnaires, statistical analysis and other methods. Although better results have been achieved, it is difficult to analyze the data in depth in all aspects (Tawafak et al., 2019). The visual analytic techniques that have been developed in recent years map complex data into easily perceivable graphical, symbolic, color-coded and other representations. They are also supplemented with interactive means to enhance people’s ability and efficiency in analyzing data so as to quickly discover the features and patterns hidden within the data and provide new ideas for intuitive in-depth analysis of academic data (Alkhalil et al., 2021).

Most existing data mining methods (such as association rule mining, decision trees and classification) and machine learning methods (such as logistic regression) have been used for undergraduate graduation prediction (Gulzar et al., 2019; Jaiswal et al., 2019). This has achieved better results, but the prediction accuracy still needs to be improved. A new machine learning model called LambdaMART that was proposed in recent years can solve the ranking problem directly and effectively without performing classification or regression. This provides a new solution for accurately predicting the graduation destination of undergraduate students.

In this paper, we propose a prediction and visual analysis method for graduation destination of undergraduates based on LambdaMART, called PGDU_LM, and a system called PGDUvis that helps students and teachers deeply analyze the correlation between each subject and the graduation destination, as well as predict the graduation destination based on course grades. The main contributions of this paper can be summarized as follows:

1. A prediction algorithm for the graduation destination of an undergraduate, called PGDU_LM, is proposed; the algorithm uses Spearman correlation coefficient to analyze the correlation between subjects and graduation destinations, extracts characteristic subjects, and uses the LambdaMART ranking model to calculate students’ propensity scores in different graduation destinations and then predicts their graduation destinations. The prediction accuracy can reach 86%.
2. A visual analysis method of the course grades and graduation destinations of students is designed. It supports users to analyze student data from multiple dimensions, such as students’ course grades, birthplace, graduation destination, industry type, gender, etc., and explore the factors that influence the graduation destination of students.
3. A prediction and visual analysis system for graduate destination of undergraduates called PGDUvis is designed and implemented. It supports users to interactively analyze the academic data of graduates and predict the graduation destination of undergraduates.

**RELATED WORK**

**Correlation Analysis Method**

An important feature of the era of big data is the large volume and high dimensionality of data. How to quickly mine the correlation between data from massive and high-dimensional data is an important
issue (Liang et al., 2016). The correlation coefficient is an important indicator to measure the strength of the correlation between variables. Sahar et al. (2019) studied 291 different online courses offered at Georgia Gwinnett College in the summer of 2019 to analyze the correlation between online forum participation rate and MOOC performance. Xiao et al. (2021) studied full-time college students in Xiasha Higher Education Park, Hangzhou, China, and used a quantitative research method, employing SPSS software to analyze the influence of family factors on college students’ career choices in depth. Wang et al. (2020) studied the correlation between college students’ personality traits and employment intention choices, using a personality trait scale and career orientation scale to survey college students and analyze the correlation between the results. Song et al. (2018) studied the correlation between learning behavior indicators and course grades in the online learning platform, which was obtained from the database of the Beihang online judging platform and used difference analysis, correlation analysis, and comparison analysis to analyze the experimental data. However, the above studies are all about the correlation between course grades and learning behaviors and the correlation between graduate destination and family background, personality characteristics etc. They do not explore the correlation between subjects and graduation destination. Therefore, this paper uses Spearman’s correlation coefficient to analyze the correlation between each subject and graduation destination, because the data used in this paper not only have continuous variables but also categorical variables, and some of the data do not show normal distribution. Spearman’s correlation coefficient does not require the data to meet the two characteristics of normal distribution and continuous variables, so Spearman’s correlation coefficient is chosen for analysis.

Methodology of Prediction

At present, in the present research on the graduate destination prediction of college graduates, the main methods include some machine learning methods such as association rule mining, decision trees, nearest neighbor classification and clustering. For example, He et al. (2021) proposed a combined decision tree and random forest method to predict employment through five main factors: academic achievement, scholarship, graduation qualification, family status (whether poor or not) and association members. Tang et al. (2017, Aug) used employment information of TCM graduates to study employment-influencing factors based on C4.5 algorithm and further used random forest algorithm to improve employment prediction accuracy. Liu et al. (2016) used a database of basic information from college graduates, such as grades and employment, and used the ID3 decision tree algorithm to identify the main factors influencing the employment destination of graduates. Zhou et al. (2020) analyzed graduate employment data based on C4.5 algorithm and achieved high accuracy and practical prediction through cross-validation. Usta et al. (2021) analyzed a rich set of features used in educational search and then used domain knowledge to construct query-related LTR models specifically for certain courses or educational levels. However, most studies have mainly focused on the influencing factors of employment, fast querying course grades, and using other factors to predict employment, and no in-depth research has been conducted to predict graduation destination based on multiple course grades. Therefore, this paper proposes to combine the LambdaMART ranking model with Spearman’s correlation coefficient to achieve fast course finding with a strong correlation with graduation destination and fusing multiple course features to predict graduation destination.

Visual Analysis Method

In recent years, visual analytics has become an important method and effective tool for data analysis and scientific decision-making (Schloss et al., 2019), and it has also begun to be applied to the analysis and exploration of educational data (Ji et al., 2021; Vieira et al., 2018). Especially for the analysis of student performance and graduate destination data, Puri et al. (2020) proposed a visual analytics system, RankBooster, to achieve an effective analysis of rankings with a scenario analysis view, showing the situation of different ranking scenarios: a relationship view, visualizing the impact of each attribute on different indicators; and a competition view, comparing the rankings of
universities and their competitors. Gratzl et al. (2013) designed a visual analysis system called Lineup that supports the ranking of top universities at home and abroad by multiple attributes, explores each attribute affecting university ranking by using stacked bar charts, and connects university rankings at different time periods with a line to analyze the change in ranking over time. Chen et al. (2019) proposed an analytical approach to explore the correlation between students’ different employment categories and academic performance; this approach utilized a box plot matrix to represent the distribution of compulsory course grades combined with radar plots to show the results of various elective courses and derived some characteristics of course grades and course selection behavior of different groups of students. Ji et al. (2018) proposed an interactive visual analysis system, MVCAS, to display and explore various correlations between general and specialized courses from different levels and perspectives. Most of the above studies have explored correlations between subjects and visual analysis of rankings among different universities. However, studies on visual analytic methods to predict graduation destinations through multiple course grades are relatively rare. In view of this, this paper combines visual analytic methods to provide an in-depth analysis of the correlation between subjects and graduation destinations, information about graduates, and the prediction results of graduation destinations.

BACKGROUND AND RESEARCH PIPELINE

Spearman Correlation Coefficient

Spearman’s correlation coefficient is a statistical method used to evaluate the correlation between two variables (Wang, 2017; Zhao et al., 2021; Song et al., 2020), and this paper takes graduate academic data as the sample. The sample size is small, and the joint distribution between variables does not satisfy the normal distribution. Spearman’s correlation as a nonparametric statistic has the advantages of low sensitivity to outliers and that the data does not need to satisfy the assumption of normality (Li, 2004), which can meet the characteristics of the data in this study. Therefore, Spearman’s correlation in this paper is used to represent the correlation between each subject and each graduation destination, as shown in Equation (1):

$$\rho = 1 - \frac{6 \sum_{i=1}^{m} d_i^2}{m(m^2 - 1)}$$ (1)

The closer the correlation coefficient is to 1 or -1, the more positive or negative the relationship between them. The total number of student records is represented by \(m\), and \(d_i\) is the difference between the rankings of the two variables \(X_i\) and \(Y_i\) in the \(i\)-th student record. The number 6 indicates a parameter (Wang, 1997). The calculation process is as follows: \(X_i\) (the grade of a course in the \(i\)-th student record); \(Y_i\) (a graduate destination in the \(i\)-th record); sorting \(X_i\) in \(m\) records; count the number of five graduate destinations in \(m\) student records; sorting \(Y_i\) by the number of different students in each of the five graduation destinations; record the result after sorting \(Y_i\) as the current position in students rank list of a graduate destination, and then calculate the difference between \(X_i\) and \(Y_i\); and finally, the correlation coefficients between each subject and each graduation destination are obtained.

LambdaMART Model Description

The LambdaMART model is a ranking learning model that consists of two parts: LambdaRank and MART (Wu et al., 2010; Burges, 2010). MART is an iterative decision tree model (Hexin et al.,
2021), which consists of multiple decision trees, and the conclusions of all trees are accumulated to make the final result. The Lambda in LambdaRank is the gradient calculated in the MART model and represents the direction and strength for the next iteration of sorting optimization (Wu et al., 2016). The specific steps of the model are as follows:

**LambdaMART Model**

**Variable definitions in the model:** Number of regression trees $N$, number of training samples $m$, number of leaves per regression tree $L$, learning rate $\eta$, $i$ and $h$ indicates each sample, $j$ indicates each graduate destination.

1: for $j=1$ to $5$ do // Each sample is cycled five times through the five graduate destinations to obtain the propensity score for each graduate destination. (1: employment, 2: master’s degree, 3: abroad, 4: freelance, 5: unemployed)
2: for $i=1$ to $m$ do  // Initialize the function $F_0(x_{ij})=0$.
3: $F_0(x_{ij})=0$
4: end for
5: for $k=1$ to $N$ do  // Iteratively generate $N$ regression trees.
6: for $i=1$ to $m$ do
7: for $h=i+1$ to $m$ do  // The training of each tree iterates through all the training data, calculates the $\lambda_{ihj}$ for each sample pair after swapping positions, and then calculates the $\lambda_{ij}$ for each sample (Qu et al., 2019).
8: $\lambda_{ij} = \sum_{(labeled(i)-labeled(h))} \lambda_{lj} - \sum_{(labeled(i)-labeled(h))} \lambda_{lj}$
9: end for
10: $w_{ij} = \frac{\partial \lambda_{ij}}{\partial F_{k-1}(x_{ij})}$ // Calculate the derivative $w_{ij}$ for each $\lambda_{ij}$.
11: end for
12: $\{R_{jk}\}_{k=1}^{L}$ // Divide the tree nodes with a minimum mean square error and create a regression tree $R_{jk}$ with the number of leaf nodes $L$. 
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13: \[ \gamma_{lk} = \frac{\sum_{x_{ij} \in R_k} \lambda_{ij}}{\sum_{x_{ij} \in R_k} w_{ij}} \] // Newton’s method calculates the predicted value of each leaf node in the regression tree, where \( \gamma_{lk} \) represents the score of the \( l \)-th leaf node of the \( k \)-th regression tree.

14: \[ F_k(x_{ij}) = F_{k-1}(x_{ij}) + \eta \sum_{l=1}^{L} \gamma_{lk}(x_{ij} \in R_k) \] // Update the function by adding the currently learned regression tree to the existing model and updating the original prediction with the learning rate \( \eta \) (Jepkoech et al., 2021).

15: \[ L_{score \_ij} = F_k(x_{ij}) \] // Each sample corresponds to the propensity score of five graduate destinations, with values ranging from \([-1,1]\) where positive and negative indicate the direction of increase or decrease of the sample in the process of ranking.

16: end for
17: end for

In this paper, the ranking learning method is applied for the first time to solve the problem of predicting the graduation destination of undergraduates. Specifically, the LambdaMART model is used to calculate students’ propensity scores in different graduation destinations to achieve prediction.

The Pipeline of Our Method

The pipeline of our method is shown in Figure 1. First, the academic dataset of students—in which the courses of the five majors of computer science, software engineering, information management, information engineering, and automation add up to about 280 subjects in total—is preprocessed. The names of students are renumbered with 26 letters. Graduation destinations are divided into five aspects after consulting the employment guidance teachers, namely: master’s degrees, abroad, employment, freelance, and unemployed, according to the National Economic Classification of Industries (NECI) standard, which classifies a wide range of industry types. Then, this paper uses the PGDU_LM algorithm to calculate the Spearman correlation coefficients between subjects and graduation destinations, extracts subjects related to graduation destinations, constructs students’ subjects features, and performs data normalization, annotation division, and format conversion. After that, the LambdaMART ranking model is used to calculate the propensity scores of students’ course grades and different graduation destinations, respectively, and the graduation destinations are predicted by the ranking of the scores. Finally, it is designed and implemented an undergraduate graduation destination prediction and visual analysis system, which provides reference to help students and teachers predict students’ graduation destinations and analyze the information of graduates and the correlation between each subject and graduation destination through multi-view collaboration and human-computer interaction.
Figure 1. The pipeline of a prediction and visual analysis method for graduation destination of undergraduates based on LambdaMART model

PGDU_LM ALGORITHM

Feature Subjects Construction of Student Graduate Destination

The Spearman correlation coefficients of a total of 280 subjects in five majors and five graduation destinations were calculated separately according to equation (1), and the mean value of the five correlation coefficients of each subject was taken to measure the relevance of the subject to the graduation destination. The 77 subjects with mean values of correlation coefficients between [0.5,1] were extracted to construct student subject characteristics data to demonstrate some of the characteristics. (See Table 1) Figure 4(C) depicts a matrix heatmap of the correlation between each subject and graduation destination.

Table 1. The feature subjects affecting graduate destination (Partial)

<table>
<thead>
<tr>
<th>Majors</th>
<th>Subject Category</th>
<th>Feature Subjects</th>
<th>Grade range</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Computer Science</td>
<td>Required professional subjects</td>
<td>C programming language</td>
<td>Integer [0,100]</td>
</tr>
<tr>
<td>• Software Engineering</td>
<td></td>
<td>Database principles and applications</td>
<td></td>
</tr>
<tr>
<td>• Information Management</td>
<td></td>
<td>Software Requirements Engineering</td>
<td></td>
</tr>
<tr>
<td>• Information Engineering</td>
<td>Professional elective subjects</td>
<td>WEB system front-end technology</td>
<td>Integer [0,100]</td>
</tr>
<tr>
<td>• Automation</td>
<td></td>
<td>Automatic identification technology</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Computer Graphics</td>
<td></td>
</tr>
<tr>
<td>Public foundation subjects</td>
<td>Higher Mathematics</td>
<td></td>
<td>Integer [0,100]</td>
</tr>
<tr>
<td></td>
<td>University Physics</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Linear Algebra</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practical sessions</td>
<td>Graduation Internship</td>
<td></td>
<td>Integer [0,100]</td>
</tr>
<tr>
<td></td>
<td>Professional Internship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>English Proficiency</td>
<td>CET4</td>
<td></td>
<td>Integer [0,710]</td>
</tr>
<tr>
<td></td>
<td>CET6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Data Normalization

The features of each course grade have different magnitudes among them, and this situation affects the results of data analysis. If the features are not normalized, training the model will add more time to find the optimal values. Normalizing each student’s grades for each course can speed up the training and also make the final weights controlled within a certain range. In this paper, we will use min-max normalization to linearly transform the students’ original course grades and map the data to the [0,1] interval, as shown in Equation (2):

\[
Grades_{\text{norm}} = \frac{grades - grades_{\text{min}}}{grades_{\text{max}} - grades_{\text{min}}} \tag{2}
\]

where \(grades_{\text{max}}\) and \(grades_{\text{min}}\) denote the maximum and minimum values of all students’ grades in a course, respectively, \(grades\) mean the original value of students’ grades in a course, and \(Grades_{\text{norm}}\) means the normalized value of students’ grades in a course.

Data Annotation

In this paper, students’ grade point average (GPA) is divided into five bands: 4.00~5.00, 3.00~4.00, 2.00~3.00, 1.00~2.00, and 0.00~1.00. The number of students in each band in each graduate destination is counted, and the degree of correlation between the band in which the student’s GPA is located and the different graduate destinations is marked according to the number of students. There are five levels of correlation: 0, 1, 2, 3, and 4. The higher the level, the more relevant a certain score is to a certain graduate destination. For example, the number of students with a GPA between 4.00 and 5.00 is fifteen; between 3.00 and 4.00 is twenty-five; and between 2.00 and 3.00 is thirty for a major whose graduate destination is employment. Therefore, students with GPAs between 2.00 and 3.00 are labeled with a grade of 4 for the degree of relevance to employment, between 3.00 and 4.00 with a grade of 3, and so on.

Data Format

The student academic data is converted into a format commonly used in ranking learning models to facilitate the training and testing of the model. The specific format is as follows, and the fields are described in Table 2.

<table>
<thead>
<tr>
<th>Field</th>
<th>Value range</th>
<th>Definition</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label</td>
<td>0,1,2,3,4</td>
<td>Classification in each graduate destination</td>
<td>Marking of the degree of correlation between the grade band of the student’s GPA and the different graduate destinations.</td>
</tr>
<tr>
<td>id</td>
<td>3-digit integer</td>
<td>Major and graduate destination</td>
<td>For example, 201, indicating that this student is a software engineering major graduate destination for employment.</td>
</tr>
<tr>
<td>cf[feature subject no.]</td>
<td>Integer [1,77]</td>
<td>The feature subject no.</td>
<td>The numbering of extracted subject features.</td>
</tr>
<tr>
<td>[grade]</td>
<td>Floating-point [0,1]</td>
<td>Course grade</td>
<td>Course grade after data normalization.</td>
</tr>
<tr>
<td>Name</td>
<td>Character string</td>
<td>Student name</td>
<td>Set as a student name.</td>
</tr>
</tbody>
</table>
Line: [Line No.], Label: [label], id: [abc], c [feature subject no.]; [grade], Name: [student name]  
Eg. Line:1 Label:4 qid:202 c1:1.000 c2:0.993, ……, c77:0.356, Name: AAA

Line represents a data record, and each record occupies a line number. Through the analysis, processing, and integration of data, the final data set has 1560 structured data. The id: [abc] of each data is represented by three digits; a corresponds to the major (1: computer science, 2: software engineering, 3: information management, 4: information engineering, 5: automation), b is represented by the number 0, and c indicates the number of graduate destinations (1: employment, 2: master’s degree, 3: abroad, 4: freelance, 5: unemployed), and Figure 2 shows the partially formatted data.

LambdaMART Ranking Model for Prediction

The normalized student subject characteristics are used as input to the LambdaMART ranking model, and a scoring function $F(x)$ with different graduation destination propensities through multiple course grades is trained. When new sample data is input, it is scored using the $F(x)$ function, and the propensity score $L_{score_{ij}}$ for each student’s five graduation destinations is output. The higher the score, the more likely it is that the student will graduate. The specific process is shown in Figure 3, where the student named WQJ has the highest employment propensity score, so the predicted future choice of this student after graduation is employment.

PGDU_LM Algorithm Performance Evaluation

Evaluation Indicator

In this paper, the information retrieval metric $NDCG@T$ is used and mapped to the assessment model (Liu, 2010), where $T$ represents the top $T$ students in the prediction list in alphabetical order by name. $DCG@T$ is calculated as (3):

$$DCG@T = \sum_{i=1}^{T} \frac{2^{|l_i|} - 1}{\log_2(i+1)}$$

where $l$ denotes the label value of each student record, $i$ indicates the location of the current student record. The value of the whole equation is proportional to $l$. Therefore, the higher the label level is, the higher the value of $DCG@T$. The value of DCG after normalization is NDCG:

Figure 2. The formatted student record (Partial)

Figure 3. The process of predicting students’ graduation destinations based on LambdaMART model
The \( NDCG@T \) in this paper can be interpreted as the quality of the ranking of the top \( T \) students in the prediction list according to the prediction scores of different graduate destinations.

**Comparison Experiment**

In this paper, PGDU_LM is compared with Random Forests algorithm for experiments, using academic data of 936 students as the training set and 624 students as the test set (He et al., 2021). The evaluation results of the NDCG metrics show that the PGDU_LM algorithm is better than the Random Forests algorithm in predicting graduation destinations through multiple course grades. The value of NDCG@50 is close to 0.9, indicating that students ranked in the top 50 have higher accuracy in predicting their graduation destination by ranking the propensity scores of each students’ five graduation destinations, as shown in Table 3.

**PGDUVIS SYSTEM**

**Design Requirements**

Currently, the main tools used for statistical analysis of course grades and graduate destinations are Excel and SPSS (Zhao et al., 2021), which are excellent for recording, querying, and general statistics but still do not meet the needs when the scale of data increases, when multidimensional in-depth analysis of data is performed, and when graduate destinations are predicted. Through research with experts and managers in the field of education, the following main needs have been condensed from two main perspectives: students and teachers:

**R1:** It can statistically analyze the graduate destinations of students of different majors, their birthplace, and the distribution of employment industry types. It helps teachers adjust the enrollment plan and optimize the training program for students.

**R2:** Based on the course grades of existing students in different majors, it predicts students’ graduation destinations, helps students plan their future graduation directions, and helps teachers provide targeted career guidance to students.

**R3:** Analyze the correlation between each subject’s different majors and graduation destinations and help teachers optimize the training program and adjust the curriculum system according to the degree of influence of each subject on different graduation destinations.

**Visual Design**

The PGDUvis system consists of three main views: (1) the graduate destination analysis view which includes the graduate destination classification, the number of graduate students by destination and the number of students enrolled in various industries three sub-views, (2) the graduate destination prediction view which includes the propensity score by graduation destination and the prediction

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>NDCG@20</th>
<th>NDCG@30</th>
<th>NDCG@40</th>
<th>NDCG@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>PGDU_LM</td>
<td>0.80</td>
<td>0.82</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>Random Forests</td>
<td>0.79</td>
<td>0.80</td>
<td>0.77</td>
<td>0.81</td>
</tr>
</tbody>
</table>
results of students’ graduate destination two sub-views, and (3) correlation between subjects and graduate destination view. The system interface is shown in Figure 4.

**The Graduate Destination Analysis View**

The view consists of circle packing and two bar charts, as shown in Figure 4 (A1). There are four layers in the graduate destination classification view. Each layer shows the birthplace, graduate destination, employment industry type, and student gender. The size of the circle in each layer indicates the number of students, which can be analyzed from multiple aspects and explore the factors affecting graduate destination. (Chen et al., 2022). Figure 4 (A2) and Figure 4 (A3) depict the number of students from various countries of origin, as well as the distribution of students in each employment industry type (Nguyen et al., 2018).

**The Graduate Destination Prediction View**

This view consists of two parts: a table view and a bubble diagram, as shown in Figure 4(B1). The table view analysis uses the PGDU_LM algorithm to calculate the propensity scores for the five graduation destinations based on students’ course grades, denoted as \( L_{score}_{ij} \). The comparative analysis of the \( L_{score}_{ij} \) scores predicted the students’ graduation destination (Blazevic et al., 2021) with seven columns in the table, each row representing one student, the first column representing the student’s name, the second column the major, and the remaining five columns the propensity scores for employment, master’s degree, abroad, freelance, and unemployed. As shown in Figure
4(B₁), the bubble chart shows more visually the propensity score of each student in each graduation destination and thus analyzes the predicted results of graduation destinations (Yu, 2021). Where each color represents a student, and when the number of students increases, different colors are randomly generated in the view to represent different students. The horizontal coordinates indicate the five graduation destinations, and the vertical coordinates correspond to the student’s name. The size of the propensity score in the table view is mapped to the size of the circle in the bubble diagram. If the bubble for a particular graduation destination is larger, it indicates that the student is more likely to choose that graduation destination (Fallon et al., 2019).

**The Correlation Between Subjects and Graduate Destination View**

This view maps the Spearman correlation coefficients between the extracted subjects and graduation destinations into a matrix heatmap by the PGDU_LM algorithm (Chen et al., 2020), which contains 77 relevant courses in five majors. In Figure 4(C), the correlation between the subjects of each major and the graduation destination is shown separately. The darker the color of the matrix heatmap indicates, the greater the influence of the subject on the graduation destination, and the more relevant it is. The view can analyze the correlation between each subject and the graduation destination in two dimensions: the overall correlation between different graduation destinations and all subjects in a horizontal comparison; and the degree of influence between each subject on different graduation destinations in a vertical analysis.

**Interaction Design**

The system uses interactive tools, such as filtering, highlighting, and correlation, to help students and instructors explore the factors that affect graduation destinations, predict and analyze the graduation destinations of non-graduating students, and analyze the correlation between each subject and graduation destinations. First, select a major in the system navigation bar “Major” and analyze the information of graduates of that major in the circle packing in figure 4(A₁) layer by layer. Placing the mouse in any of the circles on a certain level will highlight the information about the birthplace, the five graduation destinations, the types of industries worked in, and the number of students. When a circle is clicked, the view will zoom in and show only the details of the clicked circle. At the same time, in Figure 4(A₂) (A₃), the circle packing are linked with two bar charts to show the distribution of the number of students in the selected region by industry type and by the five graduation destinations.

Secondly, in the “Upload a file” navigation bar in the upper right corner of the system interface, it can upload the course grades CSV file of students who have not graduated from a specific class in a specific major to predict where they will graduate. In the top left corner of the system interface, it is possible to filter and view students’ majors in the “Major” navigation bar. In the table view figure 4(B₁), drag the slider to compare and analyze the propensity scores of the five graduation destinations of the uploaded students, and pull the slider of the bubble chart figure 4(B₂) to show the predicted results of the students’ graduation destinations visually.

Finally, by selecting a major through the “Major” navigation bar and hovering over the grid of the subject you want to analyze in the matrix heatmap figure 4(C), the hover box will show the full name of the subject and the correlation coefficient with the different graduation destinations. Thus, the correlation between the course and the five graduation destinations will be analyzed.

**Case Study**

Taking the academic data of 1560 graduates of five majors in computer science and technology, software engineering, information management, information engineering, and automation who graduated from a university in the five years from 2016 to 2020, 30 students and 10 faculty members were invited to conduct a case study and user assessment on PGDUvis.
The Analysis of Graduate Destination Information

The users can analyze the information on the graduate destinations of computer science and technology students, as shown in Figure 4 (A_{ij}). As shown in Figure 5(a) (c), the number of students in Beijing whose graduation destination is employment is the highest compared with the other three graduation destinations, indicating that there are more employment opportunities in the region and most students prefer to work after graduation. As shown in Figure 5(b)(d), pulling the slider to browse the distribution of the number of students by industry type, students in the region generally choose software and IT services and finance, among which the number of female students choosing the finance industry is greater than the number of male students, which indicates that the industry is more suitable for female students. The two industries currently have good employment prospects for students in this major and are attractive, providing a basis for teachers to help students who have not yet graduated to understand job requirements in advance, and teachers can consider recruiting more students from the Beijing area in the subsequent enrollment plan (R1).

Figure 5. The graduate destinations analysis of students from Beijing. (a) Showing the number of students in employment, (b) Displaying the number of students in the Software and IT service industry, (c) Showing the number of students in five graduation destinations, (d) Displaying the number of students choosing each industry type
**The Prediction of Students’ Graduate Destinations**

The user can upload the course achievement student achievement CSV file of any student of different majors in the red box of the navigation bar as in Figure 4, then drag and drop the slider in the table view to view and analyze the propensity scores of the uploaded students’ multiple course achievements in relation to the five graduate destinations respectively. As shown in Figure 6, the propensity scores of a student named AWK are 0.0482, 0.0354, 0.0254, 0.0251, and 0.0102 for employment, master’s degree, abroad, freelance, and unemployed, which shows that the propensity score of the student’s course grade and employment is relatively high, indicating that the student’s destination after graduation is employment. As shown in the red box in Figure 6, it is predicted that the student AWK is more likely to be employed after graduating, followed by a master’s degree, and less likely to go abroad, and if the student wants to go abroad, he needs to improve his English ability (R2).

**The Analysis of the Correlation Between Each Subject and Graduate Destination**

First, the user selects computer science in the navigation bar, as shown in the red box in Figure 7, which can be analyzed to show that all subjects in this major have strong relevance to a master’s degree, and the degree of influence is more important than the other four graduate destinations. This indicates that students who want to go to graduate school need to master all subjects and broaden their horizons to have the possibility of going to graduate school.

Second, as shown in the purple box in Figure 7, this subject of Oracle is the most employment-related subject among all courses, indicating that the subject will affect future employment, and the industry chosen by the students of this major is related to the knowledge of the subject. Therefore, teachers need to deepen the subject content with the current industry expertise and deepen the explanation of knowledge points, and at the same time, they can increase the class time of the subject to cultivate the practical skills of students.
Finally, the users can also analyze the correlation between the graduation destinations of students in this major and CET6, as shown in Figure 7. The color shade analysis of the matrix heatmap shows that CET6 has a stronger correlation with a master’s degree and going abroad than the other two graduation destinations. Therefore, students who want to go abroad or get a master’s degree need to be proficient in English, and teachers need to strengthen the cultivation of students’ English ability by increasing English-related subjects, such as speaking practice, writing practice, etc. (R3).

System Evaluation

To understand the effectiveness of the system, the 40 users were invited to evaluate the system based on several analytical tasks. The users were required to complete the listed tasks separately and score the corresponding visualization views out of 10. The mean value of the scores of the 40 users was taken as the assessment result of subjective satisfaction, as shown in Table 4. Satisfaction with the graduate destination analysis view and the graduate destination prediction view is generally high. The users believe that the system can provide detailed analysis of the distribution of graduates’ graduate destinations, birthplace, and the distribution of employment industry types, which can help teachers adjust their enrollment plans and predict graduate destinations through students’ comprehensive scores of multiple subjects, which can provide meaningful employment guidance for students to plan their future graduate directions. However, compared with other views, the satisfaction level of the correlation between subjects and the graduate destination view is lower. The users suggested that the design of this view is rather simple and hoped to increase the innovation in the view design. In conclusion, the 40 users were satisfied with the overall design of the system, demonstrating its effectiveness. Due to the small number of users, there are some limitations in the system assessment. In the future, the validity of the system can be verified by increasing the number of students and teachers from different colleges and majors to conduct large-scale assessments.

CONCLUSION

In this paper, we first propose a prediction algorithm based on the LambdaMART model, PGDU_LM, which supports the prediction of students’ graduation destination according to their course grades. The

Table 4. Survey results of user satisfaction on each view

<table>
<thead>
<tr>
<th>Num</th>
<th>Questions</th>
<th>Views</th>
<th>Satisfaction Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The number of students choosing automation to see the number of students going abroad and for a master’s degree.</td>
<td>Graduate Destination Analysis View</td>
<td>8.84</td>
</tr>
<tr>
<td>2</td>
<td>An analysis of the distribution of students employed in software engineering who choose different types of industries.</td>
<td>Graduate Destination Prediction View</td>
<td>8.62</td>
</tr>
<tr>
<td>3</td>
<td>Selecting computer science students to analyze the predicted results of the students’ graduation destinations.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Uploading the course grades of a junior student and predicting graduate destinations.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Selecting the major ‘software engineering’ and analyzing the correlation between the subject ‘C programming’ and the graduate destination ‘master’s degree’.</td>
<td>Correlation between Subjects and Graduate Destination View</td>
<td>7.65</td>
</tr>
<tr>
<td>6</td>
<td>Selecting the major ‘information management’ and analyzing the correlation between the subject ‘data structure’ and the graduate destination ‘employment’.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
prediction accuracy can reach 86%. Then, a visual analysis method is designed for students’ course performance and graduation destination, which supports users to analyze factors affecting graduation destination from multiple dimensions, such as birthplace, industry type, academic performance, and student gender, and explore the correlation between various subjects and graduation destination. Finally, a graduate destination prediction and visual analysis system PGDUvis is designed and implemented, which provides efficient and convenient visual analysis tools for students to plan their future careers and make learning plans, for teachers to adjust training programs, optimize curriculum settings, and provide career guidance to students.

However, there are still some limitations in this method. First, because of the complexity of the factors that affect the graduation destination of students, only the main factors such as gender, birthplace and course performance are considered at present. In the future, personal family background, economic conditions, social situation and other factors will also be included. Second, although the accuracy of the PGDU_LM algorithm is high, the time complexity of the algorithm’s calculation is also relatively high, and we will further optimize the PGDU_LM algorithm in the future to thereby improving the calculation speed.
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