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Guest Editorial Preface

Heuristics are considered well-known problem-solving techniques that have a significant role in 
several domains including engineering, economics, social science, and psychology. It is mainly 
involved to solve situations that have incomplete information and/or insufficient knowledge about 
the problem under consideration particularly in the optimization context. These heuristics-based 
techniques became popular till the early decades of the twentieth century. Consequently, metaheuristics 
are considered the upper-level heuristics that perform superior performance compared to heuristics. 
Metaheuristics exhibit several properties, such as parallelizability, simplicity, and applicability to 
different optimization problems including real parameter optimization, mixed integer optimization 
and combinatorial optimization (Dey et al., 2014; Dey et al., 2015; Naik, Satapathy, Ashour, & Dey, 
2016; Satapathy, Raja, Rajinikanth, Ashour, & Dey, 2016; Kausar, Palaniappan, Samir, Abdullah, & 
Dey, 2016; Karaa et al., 2016; Karaa et al., 2016; Sghaier, Farhat, & Souani, 2018; Virmani, Dey & 
Kumar, 2016; Hore et al., 2016). These properties increase the use of the metaheuristics in different 
domains to solve complex optimization problems. Many optimization problems in engineering require 
solutions in a short time with high accuracy. Such engineering problems include the synthesis of 
distillation columns and the synthesis of heat and mass exchange equipment, and static/dynamic 
bioreactors optimization.

OBJECTIVE OF THE SPECIAL ISSUE

Advancement of different metaheuristics becomes an emerging domain to support various engineering 
applications. This special issue provides cutting-edge research procedures in associated computational 
intelligence areas and their applications in real-world engineering processes. The goal of this special 
issue is to bring together researchers in metaheuristics and engineering applications. It addresses 
innovative researches along the five studies dealing with metaheuristics in different applications.

ORGANIZATION OF THE SPECIAL ISSUE

The special issue is organized into seven manuscripts with the following brief description:
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1. 	 Enhanced Directed Differential Evolution Algorithm for Solving Constrained Engineering 
Optimization Problems

An enhanced DE algorithm has been proposed, where the mutation scheme sorts all the individuals 
ascending due to their constraint violations (cv) values, then two random selected vectors have been 
used on the top and the bottom 100p% individuals in the studied population of size NP while the 
third vector is selected randomly from the middle (NP-2(100p %)). The evaluation results have been 
conducted on two test problems’ sets having different features, where the first set have a 24 well-known 
benchmark test functions and the second set have five constrained engineering design problems. The 
results established the competitiveness of the proposed method in some cases and superiority in other 
cases in terms of quality, efficiency and robustness.

2. 	 Analysis of Precipitation Variability using Memory based Artificial Neural Networks

A memory based ANN models (GMNN) and genetically optimized GMNN (GMNN-GA) for 
downscaling precipitation series have been applied to analyze the precipitation variability on the 
Barak river basin. The proposed method used the advantages of both the GMNN and the GMNN-GA, 
namely having adaptive memory depth and the performance improvement; respectively. The model 
performances have been analyzed by using statistical criteria, such as the root-mean square error and 
mean error. A comparative study with the standard SDSM model has been conducted. The experimental 
results on 24 years of daily data sets established that GMNN-GA is efficient in downscaling daily 
precipitation series with maximum daily annual mean error of 6.78%. In addition, the GMNN-GA 
model execution is superior to the GMNN and similar to the standard SDSM.

3. 	 Cross-Project Change Prediction Using Meta-Heuristic Techniques

A hybrid decision tree genetic algorithm and oblique decision tree with evolutionary learning 
have been applied in various intra-project and cross-project change predictions using distributional 
characteristics of dataset. The effectiveness of meta-heuristic decision trees has been analyzed 
in generating rules for successful cross-project change prediction. The proposed meta-heuristic 
algorithms’ performance has been compared with C4.5 decision tree model. The results established 
73.33%, 75.00% and 75.56% accuracies of the C4.5 decision tree, the hybrid decision tree genetic 
algorithm and the oblique decision tree; respectively.

4. 	 Bounded, Multidimentional, Integrated Memetic Evolution for Character Recognition Based on 
Predictive Elimination Theory and Optimization Techniques

In this work, various optimization parameters of a heuristic approach have been considered 
for an improvised algorithm to integrate the self-learning technique of Memetic algorithm (MA). 
Variety of problem domains ranging from discrete optimization, continuous optimization, constrained 
optimization and multi objective optimization using MAs have been successfully implemented. The 
results established that the proposed technique has good performance for solving combinatorial 
optimization problems.

5. 	 A Generalized and Robust Anti-Predatory Nature-Inspired Algorithm for Complex Problems

A novel nature-inspired algorithm that adapts the anti-predatory frog’s behavior has been applied. 
The proposed optimization algorithm has been evaluated on sixteen benchmark functions with 
compared to the results of six well-known algorithms under different unconstrained mathematical 
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benchmark functions based on best and worst values as well as mean and standard deviation of the 
computed results. For statistical analysis, the Friedman rank test and the Holm-Sidak test have been 
used. The proposed algorithm ranks first in the case of ‘best result’ and scores second rank in the 
case of ‘standard deviation’.

6. 	 Local search strategy embedded ABC and its application in cost optimization model of project 
time schedule

An artificial bee colony (ABC) metaheuristic algorithm has been developed by embedding the 
local search strategy in the basic structure of ABC. The proposed scheme, called LS-ABC has been 
tested with comparative study with state-of-art algorithms over 12 benchmark functions. The results 
demonstrated the efficiency of the proposed modified variant of ABC to solve several applications.

7. 	 Environmental Adaption Method: A Heuristic Approach for Optimization

In this study, a novel Environmental Adaption Method (EAM) optimization algorithm is proposed 
to reduce the overall processing time while solving the optimization problems. The comparative results 
with the particle swarm optimization (PSO-TVAC), and differential evolution (SADE) on benchmark 
functions established the superiority of the proposed EAM algorithm along with its robustness and 
superior stability in nature.

Nilanjan Dey
Amira S. Ashour
Harihar Kalia
Manju Khari
Guest Editors IJAMC
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