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Big Data Applications in Vaccinology
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ABSTRACT

The development of vaccines has been one of the most important medical and pharmacological 
breakthroughs in the history of the world. Besides saving untold lives, they have enabled the human 
race to live and thrive in conditions thought far too dangerous only a few centuries ago. In recent times, 
the development of the COVID-19 vaccine has captured the world’s attention as the primary tool 
to defeat the current pandemic. The tools used to develop these vaccines have changed dramatically 
over time, with the use of big data technologies becoming standard in many instances. This study 
performs a structured literature review centered on the development, distribution, and evaluation 
of vaccines and the role played by big data tools such as data analytics, data mining, and machine 
learning. Through this review, the paper identifies where these technologies have made important 
contributions and in what areas further research is likely to be useful.
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INTRODUCTION

As this manuscript is being prepared, the world is struggling to produce a vaccine to prevent against 
the Covid-19 virus. Research on a wide variety of biological topics is currently underway and these 
build on countless other studies that have been completed over the preceding years. Many of these 
research efforts have relied on advanced analytical and data manipulation tools to both identify 
promising vaccine targets and to evaluate the efficacy of those already administered. The purpose 
of the present effort is to provide a structured review of the research literature describing the use of 
Big Data technologies in the development and evaluation of vaccines.

These analytical tools have been used to extract actionable information from vast databases of 
vaccine trial results (Ackerman, Barouch & Alter, 2017), develop an understanding of the unpredicted 
side effects of already developed vaccines (Iqbal et al, 2015), and predict the immunological attack 
points for future vaccine development (Conti & Karplus, 2019). In each of these scenarios, the use 
of Big Data technologies has helped to create vaccines more quickly, with more efficacy, and to 
identify additional uses for existing vaccines, thus increasing the pool of available vaccines without 
the expensive and time consuming process of developing them from the ground up.

To be clear, this is not a paper devoted to reviewing the technologies specifically utilized in the 
quest for a Covid-19 vaccine, though many of the tools described in this project will have undoubtedly 
been used in this effort. Rather, it is meant to describe the many Big Data-based tools that have been 
used in the recent past that have brought the field of vaccinology and immunology to the point where 
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the development of a complex and critical vaccine such as those coming out for the Covid-19 effort 
can be developed, tested, and administered within the space of a single year. As in so many medical 
breakthroughs, what looks like a standalone discovery is actually the result of years of methodical, 
basic research that has paved the way for a specific advancement to happen in the manner that it has. 
Thus, this review of the literature describes the efforts that have led up to the present successes. The 
contribution made by a paper of this type is two-fold. First, it provides a framework within which 
researchers in the field, or those considering entering it, can place their research. This paper provides, 
for these researchers, a good overview of what is ongoing and, even more importantly, what still 
needs to be done. Secondly, for practitioners this paper represents a guide to those technologies that 
are being used or under development and might provide them with ideas about how to improve their 
processes or even develop new approaches to using big data in vaccinology.

BACKGROUND

When the non-epidemiologist thinks of vaccines, they think of flu shots and other immunizations 
given routinely to children and young adults. But, underlying these medical achievements is the need 
for processing and drawing understanding from huge datasets. Many of these Big Data processes are 
similar to those used in other industries, so from that perspective vaccine development and evaluation 
draws on tools that have matured in other areas such as finance and supply chain (Jordan, Dossou 
& Chang Jr., 2019). It is important, though, to understand how these tools are being employed, for 
as this understanding is more broadly dispersed throughout the data community, new applications 
can be more readily devised and more opportunities for protection from these illnesses and parasites 
can be developed.

Before proceeding with the study, it is important to define what is meant, in this effort, by Big 
Data technologies. This is important because of the wide range of understanding that exists about the 
definitions of Big Data and the tools and technologies associated with it. For the present project, a 
rather wide view of these terms is taken. This will allow the results to paint as clear a picture as possible 
of the state of the art and reduce the number of studies overlooked for terminological reasons. For 
the purposes of this study, the term “Big Data technologies” will include all forms of data analytics, 
machine learning, deep learning, and datamining. To reduce the complexity of the searches, the study 
does not use all possible terms describing these processes. However, the databases searched do a very 
good job of providing results that include other terms related to the basic terms listed above, so for 
example papers including terms such as “artificial intelligence” and “support vector machine” will 
be included even without those terms being used in the actual search expression. The terms used in 
this study are defined below:

•	 Data mining: using software and statistical models to search for patterns in large datasets.
•	 Machine Learning (ML): A broad category of algorithms that use data to train a model to make 

decisions. This includes a very wide collection of models and tools that are beyond the scope of 
this paper but can be reviewed in (Obermeyer & Emmanuel, 2016).

•	 Deep Learning: A branch of machine learning that enables tools such as Artificial Neural Networks 
(ANN). These can be trained to make decisions that support such processes as classification or 
speech recognition. These are closely related to big data technologies because they require very 
large datasets to train and verify the algorithms.

•	 Data Analytics: A broad term covering all of the statistical, visual, and mathematical tools and 
techniques commonly used to analyze and draw meaningful information from big data repositories.

While this is not an exhaustive list of technologies related to Big Data, it provides a good 
starting point with which to examine the literature surrounding the use of Big Data technologies in 
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the development and evaluation of vaccines. The following section details the methodology used in 
this structured literature review.

METHODOLOGY

As this is a structured review of the literature surrounding the use of Big Data technologies in the 
vaccine development and evaluation space, it is crucial to employ a methodology that ensures rigor 
and provides results that can be replicated. The present study follows the process outlined by Briner 
& Denyer (2012). These authors provide a five-step process to follow when completing a study of 
this sort:

•	 Identify the research question(s).
•	 Locate and select relevant studies
•	 Critically appraise the studies
•	 Analyze and synthesize the findings
•	 Disseminate the findings

The study seeks answers to the following research questions:

•	 For which vaccine development/evaluative processes are big data technologies (as defined in 
this study) being used to improve or analyze?

•	 For how long have big data technologies been used to improve or analyze vaccine development/
evaluative processes?

The first research question captures the overarching reason for the study. The second research 
question, once resolved, will provide the reader with an understanding of the maturity level of the 
Big Data/vaccine combination. For researchers, this provides some insight into the availability of new 
research directions, while practitioners in the data science, pharmaceutical, and regulatory fields will 
be able to evaluate how deeply embedded these tools are, and that might lead to a better understanding 
of how they could fit into the overall vaccine development process.

In order to facilitate the structured review, certain “ground rules” must be in place to both ensure 
repeatability and to limit the scope of the review. Therefore, the following stipulations apply to this 
study:

•	 The literature included in the study will consist only of published works such as journal articles, 
conference proceedings, book chapters, etc. White papers, works-in-progress, and other so-called 
“gray” literature, while quite possibly making important contributions to the field are excluded 
from the study. These might be an interesting area of inquiry for future study.

•	 Literature generally aimed at the practitioner, rather than researchers, is also excluded from the 
study. As above, there is likely useful information in these publications, but the point of the 
current effort is to locate the areas currently being researched and developed in the academic 
literature. Again, this would be a fruitful area for future research.

Searches were carried out in many of the major electronic databases that provide coverage for 
the vast majority of scholarly journals in the fields of data analytics, information technology, and 
healthcare. The databases analyzed were ABI/Informs, Emerald, IEEE Explore, JSTOR, Science 
Direct, Scopus, Springer, Taylor & Francis, Web of Science, Google Scholar, PubMed, CINAHL, and 
ACM. The searches were conducted by searching the metadata (title, abstract, keywords) using the 
following search terms in all combinations: big data, data analytics, deep learning, machine learning, 
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data mining (datamining), vaccine, and immunology. These search terms cover a great deal of the 
topic area, but this study does not claim to be exhaustive. However, as the searching continued and 
the amount of duplication among the various databases increased, it seems that this search protocol 
identified a large percentage of the available literature. Figure 1 displays the study protocol.

The returns from the initial set of searches numbered in the thousands. The next step in the process 
was to identify which of the articles in the search results fit the needs of the study. In some cases, 
the article title provided sufficient evidence that the article fit the study. However, for many articles 
the title was sufficiently vague that the abstract, the introduction, and in some cases the findings and 
conclusion, were analyzed to finally determine that the article was indeed about the use of some form 
of Big Data technology in the field of vaccinology. After culling the studies that do not focus their 
attention on the use of Big Data technologies on the development and application of vaccines, there 
remained 325 papers. The composition of these papers and the research themes contained therein 
are described in the Findings section.

FINDINGS

There are two subsections in the Findings section. The first subsection provides descriptive statistics 
for the dataset collected using the protocols described above. The second subsection provides an 
analysis of the various themes and subthemes that are evident in the academic literature.

Descriptive Statistics
Of the 325 documents included in this study, there are only three types of documents represented: 
journal articles, conference proceedings, and edited book chapters. No theses, dissertations, or other 
types of documents were uncovered. Table 1 displays the breakdown of documents by document type.

The proportion of journal articles to conference proceedings and book chapters varied by theme 
but in each case the number of journal articles far exceeds the combination of proceedings and book 
chapters. In only two cases, the group of documents focused on pharmacovigilance and reverse vaccine 
design, were there no conference proceedings or book chapters. These trends will be discussed further 
in the Discussion section.

There was no temporal restriction put on the search terms in order to gain an understanding of 
when the association between Big Data technologies and vaccinology first began and how quickly it 
has grown. Figure 2 provides a graphical display of the growth of Big Data technologies and vaccine-
related literature. A few early papers, the first being published in 1998, made some initial connections 
between the two concepts, but it wasn’t until approximately 2008 that the body of literature began 

Figure 1. Structured literature review protocol

Table 1. Documents found by type

Document Type Number Found

Journal articles 282

Conference Proceedings 34

Book Chapters 9
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to build in earnest. A sharp increase in publications begins in 2013 and peaks in 2019. The searches 
were all complete by the end of November, 2020, so it is likely that the final values for 2020 will 
be somewhat higher. Also, a few publications scheduled for 2021 are included in the data, giving a 
preview of the upcoming activity.

Research Themes
During the analysis of this collection of literature, a number of distinct research themes emerged. 
However, it also became apparent that even within these rather well-defined themes, there was a need 
to provide additional clarity regarding their individual emphases. To fulfill that need, many of the 
themes described in this paper also contain a number of sub-themes, or subdivisions, within them. 
These will provide a greater degree of specificity in providing an explanation of the six research 
themes identified. A graphical depiction of these research themes is presented in Figure 3.

As the scale of the current study is rather large at 325 items, it is impractical to describe each of 
these papers in any detail. However, it is important that some level of detailed explanation is provided 
to convey the importance of this body of literature. As a compromise, a selection of works from each 
area of concentration (sub-themes) is highlighted and discussed and a larger selection is referenced 
for each sub-theme in the tables that follow each sub-section.

Theme: Biology of Vaccines
The first and largest theme in the body of literature centers on the actual biology of vaccines and 
the antigens they protect against (152 papers). Within this theme can be found a number of sub-

Figure 2. Number of publications by year
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themes, the largest of which deals with the prediction of various biological interactions among the 
various components of antigens and antibodies. Within this sub-theme, the largest thread centers 
on the prediction of how certain biological entities will interact. Epitopes, sometimes known as 
antigenic determinants, are the specific place on the antigen that an antibody can attach to in an 
effort to neutralize the attacker (Khanna & Rana, 2017). Kar et al (2018) describe various methods 
to identify likely immunogenic amino acid sequences such as artificial neural networks (ANN) and 
support vector machines (SVM). Rosyda, Adji & Setiawan (2016) use a cascading neural network to 
predict the epitope region on the P24 protein on the HIV virus. A deep neural network tool is used 
by Sher, Zhi & Zhang (2017) on a number of standard protein datasets and was shown to achieve 
substantially better performance than other accepted prediction tools. Additionally, Solihah, Azhari 
& Musdholifah (2020) couple an oversampling technique with a SVM to develop a conformational 
epitope prediction model and a method called BPairwise is developed by Zhang & Niu (2010) to 
predict variable-length epitopes.

Epitopes are composed of proteins, and the next sub-theme focuses on the identification 
and prediction of virulent proteins. Munteanu et al (2014) create a new model using linear 
discriminant analysis to discriminate the 3D structure of lectins (carbohydrate-binding 
proteins) from a collection of protein structures with unknown functions. These are important 
in developing therapies and vaccines for a wide range of cancers, parasitic infections, and other 
diseases. An ensemble of SVM are used by Nanni & Lumini (2009) to predict the functions of 
virulent mechanisms in pathogens by extracting the features directly from the protein’s DNA. 
Singh, Singh, and Sisodia (2019) approach the limiting factor in the utilization of ML in protein 
prediction, the lack of adequate training datasets, by developing a composite model for a multitask 
learning framework. This will facilitate the building and verification of training datasets, thus 
opening additional pathways for protein identification and cataloging. Lastly, El-Manzalawy 
and colleagues (2016) tackle the problem of predicting the existence and character of surface 
proteins on the malaria parasite using a semisupervised ML algorithm.

Figure 3. Research themes and sub-themes
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Peptides are composed of a small number of amino acids chained together and are distinguished 
from proteins by consisting of a smaller number of amino acids, though the cutoff between the two 
is somewhat arbitrary. Peptides bind to the major histocompatibility complex (MHC), which are cell 
surface proteins that bind peptides to the cell surface so they may be recognized by T-cells (Janeway 
et al, 2001). They are important in the identification of cells that should be considered part of the 
organism or possible antigens that need to be attacked. Vang and Xie (2017) use ANN technology to 
predict the binding tendencies of these peptides. Boehm et al (2019) use a similar approach, but use 
public databases describing MHC immunopeptides to train random forest classifiers, a specialized 
form of ML. Liu et al (2020) use a similar approach to identify these MHC binding peptides in the 
course of vaccine development for SARS-CoV-2.

Predicting antigen/antibody interaction is the next area of interest in this subtheme. This is the 
next step after the surveys of epitope and peptide behaviors described above. These studies are also 
applicable to vaccine development beyond those of infectious diseases, such as those for certain 
cancers. For example, Smith et al (2019) use ML techniques to analyze the behavior of tumor antigen 
immunogenicity. Conti and Karplus (2019) use ML to uncover a universal HIV vaccine that would 
neutralize multiple variants of the disease. Focusing on specific antibodies, IgA and IgG, Khanna and 
Rana (2017) use an ensemble ML approach to predict the existence and amount of these in a sample 
dataset. Successful prediction of these antibodies could help formulate treatments and vaccines.

The final thread within the prediction sub-theme contains studies that seek to predict the 
performance, or sometimes lack of performance, of vaccines once they are administered. Examples of 
these include Parvandeh et al (2019) study using ML to predict the antibody response to the influenza 
vaccine, a study by Lee et al (2015) that seeks to understand exactly how the H1N1 influenza A virus 
provides protection for its human recipients, and the effort by Hemedan et al (2020), which attempts 
to predict the existence of vaccine-derived poliovirus outbreaks.

The second sub-theme in the biology theme is the use of Big Data technologies in the description 
and analysis of virus types and components. An important example of this is the use of a novel 
data-mining algorithm to identify the sexual development cycle of the malarial parasite in order to 
facilitate improved vaccine design. Mining of huge libraries of Krönhke pyridines to find keys to the 
production of an arenavirus vaccine is another important application of these tools. Pyridines are 
organic compounds that are important in the creation of pharmaceutical compounds. Other efforts in 
this sub-theme involve the use of datamining samples taken from HIV-positive people to understand 
the exact immunological responses of their individual immune systems to see how they tried to fight 
off the virus, even if unsuccessfully, and a similar effort to mine the compounds from African flora 
with potential to inhibit the activity of the Ebola virus.

The analysis of the actual response to a vaccine, rather than a prediction, is the content of the third 
sub-theme. In some cases, the actual mechanism by which vaccines provide protection is not completely 
understood, so post-vaccination analysis can be useful in subsequent vaccine development as well as 
defining adjuvant therapies. Flanagan et al (2013) derive their understanding of a vaccine response 
by profiling the reaction of the entire immune system rather than only the cellular level of response. 
Pittala, Morrison, and Ackerman (2019) perform this process on humoral immune responses to HIV. 
Chaudhury et al (2020) analyze the effects of adjuvant formulation on vaccine-induced immunity.

Sub-theme four includes those authors whose goal is to provide an overview of the field, either 
as an introductory work or to provide a footing for future research. Some examples of these works 
include Cotugno et al (2015) effort to review techniques for gene expression analysis as part of the 
search for a functional cure for pediatric HIV, Izak, Klim and Kaczanowski’s (2018) review of the 
use of bioinformatics in the definition of host-parasite interactions in the fight against malaria, and 
Olafsdottir, Lindqvist, and Harandi’s (2015) work to define the tools used in the derivation of molecular 
signatures of vaccine adjuvants. These papers and others like them provide a suitable underpinning of 
the use of analytic tools as applied to very specific problems, just as the current project provides a larger 
portrait of the field for a wider view of the use of these technologies in many aspects of vaccinology.
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The last sub-theme in this section is labeled “reverse vaccinology,” which is a term that has 
gained some traction over the past few years. In reality, much of the material reviewed in the current 
theme falls under the heading of reverse vaccinology (RV), which simply means that the search for 
epitopes and their compatible antigens occurs in silico (on computers) rather than in vivo (in living 
organisms). The reason for setting these works aside into a separate sub-theme is because their language 
represents a specific term within the field of vaccinology. This terminology might be used to a) define 
a specific project or effort or b) be used as a specific search term by subsequent researchers. Therefore, 
the topics covered in this sub-theme include the evaluation of different classification algorithms to 
predict protein sequences (Heinson et al, 2019), a comparison of open source RV tools for bacterial 
vaccine antigen discovery (Dalsass et al, 2019), and a description of how ML and RV were used in 
the COVID-19 vaccine development process (Ong et al, 2020). Table 2 presents the works in the 
Biology of Vaccines theme.

Theme: Pharmacovigilance
Pharmacovigilance is the term given to those activities which allow the government and the vaccine 
manufacturer to monitor the performance and side effects of a vaccine, or any drug, after it is approved 
and released. In many cases, the monitoring is done with data submitted to the Vaccine Adverse Event 
Reporting System (VAERS) which is co-administered by the Centers for Disease Control (CDC) 
and the US Food and Drug Administration (FDA). VAERS reports can be submitted by anyone, but 
healthcare providers and drug manufacturers are required by law to submit any adverse events they 
become aware of. This data set is publicly available (vaers.hhs.gov) for viewing or analysis.

With this as background, there are two sub-themes evident in the pharmacovigilance theme, 
applications of Big Data tools to pharmacovigilance and the methods used in performing these tasks. 
The applications of Big Data to this important process form a rather large group of papers (65). A 

Table 2. Papers Included in the biology of vaccines theme

Sub-Theme Author(s)

Prediction of Biological Processes

Epitopes: Kar et al, 2018; Khanna & Rana, 2020; Kim 
et al, 2019; Sher, Zhi & Zhang, 2017; Solihah, Azhari 
& Musdholifah, 2020; Rosyda, Adji & Setiawan, 2016; 
Zhang & Niu, 2010 
Proteins: El-Manzalawy et al, 2016; Munteanu et al, 
2014; Nanni & Lumini, 2009; Singh, Singh & Sisodia, 
2019 
Peptides: Boehm et al, 2019; Degoot, Chirove & Ndifon, 
2018; Henneges, Huster & Zell, 2009; Liu et al 2020; 
Vang & Xie, 2017 
Antigen/Anitbody: Conti & Karplus, 2019; Khanna & 
Rana, 2017; Kim et al, 2018; Nagpal et al, 2018; Smith et 
al, 2019 
Vaccine Effectiveness: Cotugno et al, 2020; Hemedan et 
al, 2020; Lee et al, 2015; Parvendeh et al, 2019

Description & Analysis Kwofie et al, 2019; Miranda et al, 2018; Tumiotto et al, 
2017; Young et al, 2005

Vaccine Responses
Chaudhury et al, 2020; Flanagan, Noho-Konteh & 
Dickinson, 2013; Pittala, Morrison & Ackerman, 2019; 
Tomic et al, 2019

Overviews & Reviews Cotugno et al, 2015; Izak, Kim & Kaczanowski, 2018; 
Olafsdottir, Lindqvist & Harandi, 2015

Reverse Vaccinology Dalsass et al, 2019; Heinson et al, 2019; Ong et al, 2020
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sample of these studies is characterized by studies that determine the safety of a particular vaccine 
(Myers et al 2017; Haber et al, 2019; Haber et al, 2020). Other topics of study within this sub-theme 
include studies that attempt to develop a profile of those who might be at risk with a particular 
immunization, such as a particular pneumococcal vaccine (Yildirim et al 2020; Iqbal et al 2015), and 
studies that seek to link vaccine benefits with ambient conditions such as air pollution (Liu et al, 2020).

The second sub-theme discusses various methods used to perform the pharmacovigilance 
process. Many of these authors describe improved methods of sharing data, such as Briggs’ 
(2017) study on the Standard for Exchange of Nonclinical Data (SEND). Others support the use 
of ontologies as a means to improve the usage of data across disciplines and nations (He, 2014). 
There are also authors who describe various data sources that can aid in pharmacovigilance such 
as the Influenza Research Database (Zhang et al, 2017; Trifiro, Sultana & Bate, 2018). Lastly, 
a number of researchers provide methodological improvements for mining these databases such 
as the effects of timing (Berendsen et al, 2016; Svanström, Callréus & Hviid, 2010; Cai et al, 
2017), sample stratification (Woo et al, 2008), and subgroup analysis (de Bie et al, 2012). Table 3 
summarizes the papers in the Pharmacovigilance theme.

Theme: Public Sentiment About Vaccines
The only way in which vaccines can be effective is to get them into the arms of the people they are 
meant to protect. In some cases, these immunizations are required by law, as in the case of children in 
the US who must be inoculated against a host of childhood diseases before attending school (though 
there exist many exemptions from this requirement). However, many vaccines are administered only 
when the patient consents. In some cases, public sentiment against the use of vaccines can thwart 
the effectiveness of vaccines because of a low acceptance rate. Whether the lack of trust is based 
on fear, misinformation, or other factors, the ability of a pharmaceutical firm, and in some cases the 
government, to engender trust in the public is the key to a successful inoculation program. This theme 
includes those studies that seek to understand the role of public sentiment in vaccine usage and how 
this public sentiment is influenced.

This theme consists of two sub-themes, which are closely related. The first sub-theme concerns 
the role of social media in the shaping and movement of public sentiment both for and against 
vaccines. Certainly, the largest number of these studies focuses on the use of the Twitter platform 
as a communication and influencing tool. Studies that seek to understand the role of tweets in the 
decision to take a specific vaccine make up the largest portion of this group, with studies on the 
usage of influenza (Krittanawong et al, 2017; Kagashe, Yan & Suheryani, 2017; Chan, Jamieson & 
Albarricin, 2020) human papillomavirus (Du et al, 2017; Massey et al, 2016; Dunn et al, 2017), and 
the measles-mumps-rubella vaccine (Pananos et al, 2017) leading the field. Other studies in this sub-
theme center on the relationship between Twitter and the overarching public opinion on vaccinations 
(Tavoschi et al, 2020), partisan politics’ impact on vaccinations (Walter, Ophir & Jamieson, 2020), 
vaccines during pregnancy (Martin et al, 2020), and vaccination-related autism (Tomeny, Vargo & 
El-Toukhy, 2017).

Table 3. Papers included in the pharmacovigilance theme

Sub-Theme Author(s)

Applications of Big Data to Pharmacovigilance Haber et al, 2020; Haber et al, 2019; Iqbal et al, 2015; Liu 
et al, 2020; Myers et al, 2017; Yildirim et al, 2020

Methodological

Berendsen et al, 2016; Briggs, 2017; Cai et al, 2017; de 
Bie et al, 2012; He, 2014; Trifiro, Sultana & Bate, 2018; 
Svanström, Callrés & Hviid, 2010; Woo et al, 2008; Zhang 
et al, 2017
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Not all studies center on Twitter. The content generated on other websites is also of concern. 
Getman et al (2018) study the effect of information from other sources such as Wikipedia and the New 
York Times on vaccine hesitancy, Japanese researchers study the impact of large Japanese datasets on 
vaccine hesitancy (Nawa et al, 2016; Okuhara et al, 2018; Okuhara et al, 2019a) and Meyer et al (2019) 
used the Canadian Broadcasting Corp. website as a target. Some researchers also look at the impact 
of newspapers on the vaccination decision (Okuhara et al, 2019b). Other researchers examine social 
media as a tool to promote on-time vaccinations for children (Chandir et al, 2018; Bell et al, 2019).

The second sub-theme takes as its target the use of bots in the creation of social media posts 
to influence the vaccination decision. Yuan, Schuchard & Crooks (2019) study the communication 
patterns of pro- and anti-vaccine users and the role of bots in shaping those patterns. Kudugunta & 
Ferrara (2018) study the problem of detecting bots so that they might be identified and their content 
flagged or removed from the platform. Table 4 contains the papers contained in this theme.

Theme: Technology of Vaccinology
The specific technologies involved in vaccinology are the subject of this theme. The first sub-theme 
covers the various overviews and reviews that are prevalent in these papers. These reviews vary in 
specificity from taking a very wide view to something very narrow, but in all cases they represent a 
very useful resource for gaining an understanding of the role of information technology, and Big Data 
tools specifically, in the development of vaccines. de Sousa, de Menezes Neto, and de Brito (2013) 
explain the challenges of mining the data generated by the DNA sequencing processes used to predict 
protein behavior. Oberg and colleagues (2015) present some of the lessons learned in dealing with 
high-dimensional, high-throughput data as applied to vaccinomics. Rodrigo and Luciana (2019) discuss 
the applications of next generation sequencing (NGS) in studying host-pathogen interactions. Finally, 
and aptly, Vaishya et al (2020) discuss the role of artificial intelligence in the fight against Covid-19.

Databases play a huge role in computer-aided vaccinology. Because the huge amounts of data 
generated by tools like NGS need to be formatted in a specific way to be ready for various types of 
analyses, the database technologies utilized can make a significant impact on system performance 
(Davies et al, 2007). Tomic et al describe the FluPRINT dataset to enable large studies that explore 
the underlying concepts of the influenza virus from a cellular and molecular level. To bridge the gap 
between the immunology and ML communities, the Dana-Farber Cancer Institute has developed a tool 
to provide standardized datasets to enhance the compatibility of ML-based research in virology and 
immunology. Finally, the National Institutes of Health (NIH) has developed the NIH Immune Epitope 
Database, which contains curated datasets created to enhance the prediction of peptide/MHC binding.

Finally, the third sub-theme includes papers that describe certain architectural aspects of systems 
built specifically for reverse vaccinology research. For example, Dharayani and colleagues (2019) 
describe a MapReduce-based architecture to run the BLAST Algorithm, an open source tool for 

Table 4. Papers included in the public sentiment theme

Sub-Theme Author(s)

Social Media

Chan, Jamieson & Albarracin, 2020; Du et al, 2017; Dunn 
et al, 2017; Getman et al, 2018; Kagashe et al, 2017; 
Krittanawong et al, 2017; Massey et al, 2016; Martin et 
al, 2020; Meyer et al, 2019; Nawa et al, 2016; Okuhara 
et al, 2019a,b; Okuhara et al, 2018; Pananos et al, 2017; 
Tavoschi et al, 2020; Tomeny, Vargo & El-Toukhy, 2017; 
Walter, Ophir & Jamieson, 2020

Bots Bell et al, 2019; Chandir et al, 2018; Kudugunta & 
Ferrara, 2018; Yuan, Schuchard & Crooks, 2019
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comparing biological sequence information. Table 5 displays some of the papers included in the 
Technology of Vaccinology theme.

Theme: Clinical Trials
As the world has witnessed over the past year, clinical trials are at the heart of vaccine evaluation 
and approval. Without data from a sizable group of volunteers who have received the vaccine, there 
would be no basis for the approval and distribution of a vaccine, regardless of how well it performs 
in the lab or in a computational simulation. In this theme, the literature describes the use of Big Data 
technologies in both the pre-trial and post-trial phases of the process. In terms of pre-trial uses, Big 
Data tools have found their way into the process of matching patients to study acceptance criteria 
(Henderson, 2016), supporting sequential patient recruitment, sometimes a result of paused trials 
(Zame et al, 2020), and using deep learning tools to simplify the process of understanding eligibility 
criteria (Chuan, 2018). Moreover, Morgan (2019) uses analytical tools to pinpoint, and reduce, the 
costs of clinical trials, which are more expensive to run than most people expect.

During and after the clinical trial is complete, there are many opportunities to utilize Big Data 
technologies. Lopalco and DeStefano (2015) use datamining techniques to evaluate both Phase 3 
trial findings and post-licensure pharmacovigilance to evaluate the safety and efficacy of a vaccine. 
Machine learning tools are useful when evaluating the actual protection value of the chicken pox 
and shingles vaccines (Gilbert & Luedtke, 2018; Ackerman, Barouch & Alter, 2017). Large database 
access and mining tools make analysis of post-trial data easier and more transparent, as well as making 
the results of these analyses more useful (Zung, 2019). The papers included in the Clinical Trials 
theme are displayed in Table 6.

Theme: Miscellaneous
This theme consists of Big Data tools that are used beyond those activities outlined earlier. These 
applications, though not numerous enough to be given the status of theme, nevertheless are an 
important part of the vaccine process and should be enumerated. Within this theme, there are a number 
of interesting areas of research. Agarwal et al (2020) demonstrate the usefulness of deep learning 
processes to develop a profit function for the pharmaceutical firm. The manufacturing of vaccines is 
the focus of a number of efforts. Wu et al (2019) use a ML approach to perform pose estimation to 

Table 5. Papers included in the technology of vaccinology theme

Sub-Theme Author(s)

Overview

Banerjee, Basu & Nasipuri, 2015; Bragazzi et al, 2018; de 
Sousa, De Menzes Neto & De Brito, 2013; Lalmuanawma, 
Hussain & Chhakchhuak; Oberg et al, 2015; Rodrigo & 
Luciani, 2019; Vaishya et al, 2020

Databases Altmann, 2018; Tomic et al, 2019; Zhang et al, 2011

Architecture Dharayani et al, 2019

Table 6. Papers included in the clinical trials theme

Sub-Theme Author(s)

Pre-Trial Chuan, 2018; Henderson, 2016; Morgan, 2019; Zame et 
al, 2020

Post-Trial Ackerman, Barouch & Alter, 2017; Gilbert & Luedtke, 
2018; Lopalco & DeStefano, 2015; Zung, 2019
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support fully automatic mosquito salivary gland extraction, a step necessary to creation of malaria 
vaccine. Neural network tools are used by Yu et al (2019) to determine the fertility of chicken embryos, 
important for the manufacture of a variety of vaccines.

The sophisticated supply chain necessary to maintain the proper conditions while vaccines are 
distributed, usually focused on the temperature of the vaccine, benefits from the use of Big Data 
tools. Yong et al (2020) suggest a blockchain-based approach to vaccine supply chain management 
using ML tools to analyze the chain’s performance. Sujaree (2019) suggests the use of the max-min 
ant system (MMAS) algorithm to design a vaccine cold chain. Bhattacharjee et al (2015) develop a 
system to integrate the various sources of data generated during the transportation of vaccines in an 
effort to provide a more comprehensive portrait of the transportation process.

The topic of immunization protocols is addressed by researchers using Big Data tools. Chen et 
al (2020) use ML to develop clinical decision support system for shingles vaccination and Hovav 
et al (2017) take a similar approach using health care analytics to support an influenza vaccination 
program. Finally, Bhatti et al (2018) utilize datamining to help create a recommender system to 
support optimal coverage of vaccinations and Clark et al (2011) propose the use of patent data mining 
to find vaccines that can be repurposed for other uses to avoid the time and expense of new vaccine 
development. Table 7 presents the papers categorized in the Miscellaneous theme.

DISCUSSION

The results of this study illustrate the wide variety of uses to which Big Data tools have been put in 
the development and deployment of vaccines. These tools have been used to quicken the development 
of vaccines as well as making them more effective, safer, and less costly. Within these results, there 
are a number of interesting trends and issues that necessitate further discussion. It is apparent by 
the preponderance of the literature that the use of these tools within the biological activities is well 
accepted and a very appropriate application. These tools are designed for the purposes of analyzing 
combinations of many variables such as the combination of epitopes and antibodies. Likewise, the 
second largest piece of the literature centers on the use of datamining technologies to evaluate the 
huge databases that contain data on adverse outcomes from vaccine use. With the other themes being 
much smaller, it seems that the research world has either not seen the need for these tools in these 
various areas or that they have not yet addressed them.

As a tool to understand and plan Big Data implementations, there have been many “stacks” put 
forth by authors across the Big Data and analytics landscape. These stacks are frameworks developed 
to provide a convenient roadmap for researchers, students, and practitioners to follow when designing, 
analyzing, or learning about Big Data implementations and how they can be deployed. For example, 
Frampton (2018) describes a Spark-based stack for the creation of an open source Big Data stack, 
Lu et al (2018) present a Deep Learning Over Big Data (DLoBD) stack that provides a more specific 
approach to combining Big Data with high performance computing and compare performance across 
multiple configurations, and Sakr (2017) analyzes the performance variations between Apache and 
Hadoop – based stacks. For the present study, a Big Data stack might be a valuable lens through which 

Table 7. Papers Included in the miscellaneous theme

Author(s)

Miscellaneous Theme

Agarwal et al, 2020; Bhattacharjee et al, 2015; Bhatti et 
al, 2018; Chen et al, 2020; Clark et al, 2011; Hovav et al, 
2017; Montagna et al, 2020; Pennisi, Russo & Pappalardo, 
2018; Sujaree, 2019; Wu et al, 2019; Yong et al, 2020; Yu 
et al, 2019
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to view the contributions of some of the authors. While it is infeasible to evaluate each contribution 
through this lens, a few examples of each type will be useful. The simplified stack in use here consists 
of four layers:

1. 	 Data Storage: technologies that store huge masses of data such as Hadoop or Amazon S3.
2. 	 Integration & Ingestion: technologies that perform the ingestion and management of data from 

their sources (Ex. Stitch, Apache Kafka) as well as provide Extract, Transform, & Loading (ETL) 
services (Ex. Python).

3. 	 Processing: technologies to perform the calculations necessary to address the research questions 
(Ex. Apache Spark, Map/Reduce, Tensorflow).

4. 	 Analytics: technologies to perform analytical calculations as well as provide visual analytics and 
dashboards (Ex. Tableau, R).

With this framework in place, Table 8 provides some examples of tools in these layers used to 
improve vaccinology. It should be noted that it is unrealistic to describe each study as only using 
one of these layers of technology. In reality, each portion of the stack is being used in almost every 
effort. For example, when an author describes the use of a machine learning tool to predict the 
binding propensity of a peptide, it is assumed that they are also using some form of data storage tool, 
probably employing ETL or other pipelining method to improve the flow, and analyzing results on a 

Table 8. Technology application with reference to big data stack

Layer Author Tool Results

1. Data Storage
Zhang et al, 2016 
Miranda et al 2018 
Massey et al, 2016

Influenza Research 
Database 
Kröhnke Pyridine Library 
multiple data collection 
tools

Describe use of DB 
to enhance research 
collaboration 
Demonstrate value of DB in 
research of arenavirus 
Analyze Twitter data 
to quantify HPV 
communications

2. Integration & Ingestion Briggs, 2016 Standard Exchange for 
Nonclinical Data

Describe use of common 
data format to reduce 
the need for certain ETL 
activities

3. Processing

Dharayani et al, 2019 
Flanagan et al, 2013 
Degoot, Chirove & Ndifon, 
2018

BLAST algorithm on Map/
Reduce platform 
datamining tools 
machine learning

Decreased time required 
to search for genetic 
anomalies 
Improve study of vaccine 
response data 
One of many papers using 
ML to predict peptide or 
epitope interactions

4 Analytics
Woo et al, 2008 
Dunn et al, 2017 
Chandir et al, 2018

visual analytics 
GIS, visual analytics 
predictive analytics

Study the effects of 
sample stratification 
when datamining vaccine 
responses 
Determine impact of info 
exposure on HPV vaccine 
coverage 
Identify children at high 
risk of missing vaccinations
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visualization or analytic platform. The table, and this study, classifies papers based on the technology 
highlighted by the author in terms of their perceived contributions.

The four layers of the Big Data stack are highlighted in Table 8 as a means of further illuminating 
the value of these tools in the development of vaccines. Those authors noted in the Data Layer have 
utilized some form of large dataset as a tool to leverage further research and spur communication 
and collaboration among vaccine researchers. Without these standardized datasets, the complexity 
of sharing data is greatly complicated because of differences in format, labeling, and simple access. 
This leads to the second layer, Integration and Ingestion. This layer could also include tools such as 
data warehousing and the like. While these tools are likely used by most of the researchers in the 
study, they were only noted by one who described the use of the SEND format when sharing data 
across institutions or projects. Using a standard data format removes many of the typical ETL tasks 
involved in making data from external sources useful to a project.

The use of various machine learning techniques is common among those researchers trying to 
predict certain biological aspects of vaccinology but a full comparison of the various

tools and their performance is beyond the scope of this paper. Even though some of the papers 
focused on comparing the performance of specific tools on a single task, the tasks varied across a wide 
spectrum of size and computations, making more global comparisons difficult. However, researchers 
such as Rosyda, Adji & Setiawan (2016) who use a neural network approach to predicting epitope 
activity on the P24 protein of the HIV virus provides an example of how these tools are employed. 
The amino acids within the epitope are first encoded and then used to create a training set for use in 
developing the neural network capabilities. These researchers found that multiple training sessions, 
known as cascade training, provided even better predictive performance and sensitivity.

The same can be said about the use of datamining tools in the performance of pharmacovigilance 
studies. These tools provide an important window into the performance of a vaccine after approval and 
implementation, but the specifics of each study differ widely. Another example of how datamining 
is put to use these tools to analyze data collected from throughout a human body to describe its 
response to a vaccination (Flanagan et al, 2013). These huge and complex datasets can be mined to 
allow researchers to understand on a much broader scale the human body’s response to vaccinations.

The last category, Analytics, comprises all of the tools that researchers might use to analyze the 
results of their computation or try to draw information out of large databases, such as those described 
in the first layer of the stack. In most cases, the actual tool being used is not described fully, only 
the functionalities employed. In many cases, visual analytics are employed to understand patterns 
and relationships in the data or to enable interactions hidden from view to be highlighted in a useful 
manner. An illustration of this approach is the use of visual analytics and Geographical Information 
Systems (GIS) to determine the regional differences in vaccine acceptance based on social media 
data (Dunn et al, 2017). Using GIS tools, the data are not changed or transformed, but displayed in 
such a way that the underlying effects of location can be highlighted to enable easier understanding 
of the differences brought about by that single variable.

There is a large disparity between the number of journal articles and conference proceedings. 
This was surprising because many times, if not most, when information technologies are introduced 
into a new milieu, the initial forays into that area of inquiry happen at conferences. These conferences 
are where new ideas are tried out and then published in journals after they mature. In the present 
case, journal articles are much more numerous than conference papers. This might be an artifact of 
the manner in which the databases are searched or constructed, or possibly the nature of the industry 
in which these efforts take place. It would be interesting to see if other areas of literature in similar 
circumstances exhibit the same characteristics.

Another interesting characteristic of this body of literature is that, unlike other areas of 
technological inquiry, there are many more empirical papers than theoretical. Again, in other 
technological areas of inquiry, early literature is theoretical and/or prescriptive in nature, and then 
become more applied as the field matures (Kasten, 2020). In this case, there are many more empirical 
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uses of these technologies than prescriptive descriptions of systems yet to be built. Part of the change 
of balance has to do with the huge chunk of literature that deals specifically with analysis of adverse 
events surveillance. But, even when that literature is taken out, the large proportion of applied 
and empirical studies suggest that the researchers in this area have been better able to apply these 
technologies. Perhaps this represents a shortening of the learning curve as big data tools become 
more widely used and understood.

Very surprising is the lack of research surrounding the application of these technologies to the 
topics contained in the Miscellaneous theme such as supply chain management and manufacturing. 
It is hard to believe that the difficulties associated with transporting highly unstable materials such 
as vaccines, with their formidable temperature requirements, would not benefit from additional 
analytical tools and resulting information. The same might be said of the manufacturing function, 
which include very complicated processes and materials. The possibility exists that this research has 
taken place but is not narrowly identified as vaccine related literature, but rather more broadly in the 
realm of pharmaceuticals. Future research will explore this possibility.

Structured literature reviews have their inherent limitations. Choices of databases, search terms, or 
combinations thereof, can have significant effects on the results. This is coupled with the requirement 
that the researcher must exert judgement over which category or theme a particular document belongs 
to. Thus, differences in opinion over a particular document might result in slightly different results 
for a specific researcher. There is also the difficulty that classifying documents into closely related 
sub-themes can be very difficult because they deal with topics that are tightly interconnected with 
overlapping issues. For this study, each document was analyzed to determine what the most likely 
emphasis of the author is. There are many that could have found a home in more than one category 
and that is the very nature of interdisciplinary research. The difficulty in classification is exactly the 
reason for the value brought by this type of research.

CONCLUSION

The current study is intended to create an understanding in the reader of the uses to which Big Data 
tools such as analytics, datamining, machine learning and others within the vaccine development and 
distribution industry. The study also seeks to provide a framework for researchers to perform further 
research, especially in those areas which, as demonstrated by this study, have yet to be thoroughly 
investigated. Further research in this field is required to continue to illuminate the topic of Big Data 
technology in the vaccine industry specifically, and the pharmaceutical industry generally. While 
this would be helpful to researchers, it would also be helpful to practitioners and clinicians who are 
narrowly concerned with a specific aspect of the process and might not have a broader concept of 
the tools and technologies available to them.
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