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ABSTRACT

The rapid development of cross-border e-commerce over the past decade has accelerated the integration 
of the global economy. At the same time, cross-border e-commerce has increased the prevalence of 
cybercrime, and the future success of e-commerce depends on enhanced online privacy and security. 
However, investigating security incidents is time- and cost-intensive as identifying telltale anomalies 
and the source of attacks requires the use of multiple forensic tools and technologies and security 
domain knowledge. Prompt responses to cyber-attacks are important to reduce damage and loss and 
to improve the security of cross-border e-commerce. This article proposes a digital forensic model 
for first incident responders to identify suspicious system behaviors. A prototype system is developed 
and evaluated by incident response handlers. The model and system are proven to help reduce time 
and effort in investigating cyberattacks. The proposed model is expected to enhance security incident 
handling efficiency for cross-border e-commerce.
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INTRODUCTION

The explosive expansion of information technologies offers unprecedented opportunities for 
businesses to expand their markets through cross-border e-commerce, which accounted for roughly 
20% of total global online transactions in 2015 (MEDICI Team, 2015) and continues to increase 
rapidly. The use of ICT is a critical factor in improving service productivity in e-commerce (Rabeh, 
Islam, Samer, Adnan, & Mustafa, 2019), and the growth of cross-border multi-national e-commerce 
has set trends for a major overhaul of the online industry (Sanjeev et al., 2019). Many governments 
consider now cross-border e-commerce as a new dimension of trade (Lianos, Mantzari, Durán, Darr, 
& Raslan, 2019). However, this increase in cross-border e-commerce activity has been accompanied 
by a commensurate increase in cyber-crime (Lau, 2018; Shrivastava, 2016). Not only have financial 
firms suffered serious losses due to cyberattacks (Ismail, 2018), governments, academic institutions, 
and high-tech firms have also experienced severe information breaches, with significant impacts on 
policy, research results, and competitive advantage. It is suggested that a serious cyberattack occurs 
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every 39 seconds and that cybercrime could cost businesses up to $5.2 trillion over the next five 
years (Bera, 2019).

Privacy and security have emerged as two key requirements for successful cross border 
e-commerce (Karwatzki, Dytynko, Trenz, & Veit, 2017; Sung, 2006; Sutton, Khazanchi, Hampton, & 
Arnold, 2008). To prevent cyberattacks, businesses promote security awareness through information 
security education, training and awareness programs which have shown to improve employee security 
behavior (Winfred, Daniel Okyere, & Peace, 2019). In addition to national regulatory frameworks 
to promote user privacy protection, trans-national measures have been implemented to ensure cross-
border e-commerce security. For instance, in 2016 the Organization for Economic Cooperation and 
Development (OECD) published its “Consumer Protection in E-commerce” (OECD, 2016) to stress 
the importance of consumer data security, especially for cross-border e-commerce. In addition, 
beginning in 2018, EU member states have implemented the General Data Protection Regulation 
(Tikkinen-Piri, Rohunen, & Markkula, 2018) and the European Data Protection Regulations to 
harmonize data privacy laws.

In addition to these overarching guidelines for securing e-commerce safety, new attention 
has focused on measures related to responding to security incidents. As defined in the RFC 2350 
(“Expectations for Computer Security Incident Response”) (Brownlee & Guttman, 1998), a security 
incident is any adverse event which compromises some aspect of computer or network security. 
Generally, it is related to the compromise of confidentiality (e.g., user privacy), integrity (e.g., 
alteration of confidential information) or availability of information (e.g., Denial of Service attacks). 
The security incident response process includes evidence collection to facilitate rigorous investigations 
to protect cybersecurity (Baryamureeba & Tushabe, 2004), entailing evidence acquisition, collection 
and preservation, analysis, examination, and result reporting (Ademu, Imafidon, & Preston, 2011) 
using multiple forensic tools and technologies and comprehensive security domain knowledge. This 
makes identifying and tracking cyberattacks a time- and cost-intensive task for businesses. Moreover, 
prompt incident response is essential to reducing damage and loss from cyber-attacks.

Digital forensics is a prominent component of incident response and handling that involves 
collecting and analyzing digital evidence, detecting suspicious patterns of attacks, and presenting 
an analysis report after a cyberattack incident (Lianos et al., 2019; Shrivastava, Kumar, Gupta, 
Bala, & Dey, 2018). The goal of digital forensics is forensically examine computerized media to 
distinguish, protect, recuperate, investigate and express realities and suppositions about advanced data 
(Shrivastava, Sharma, Khari, & Zohora, 2018). In doing so, evidence reconstruction is achieved after 
a crime committed by a standalone computer and evidence interpretation from any digital sources 
(Shrivastava, Sharma, & Dwivedi, 2012).

To fight cyber-crime, digital forensics should acquire as much relevant evidence as possible. 
Digital evidence (Novak, Grier, & Gonzales, 2018) is stored or transmitted in binary form in various 
storage media including hard drives, flash memory, random access memory, system logs, application 
logs, process information, network traffic, etc. The amount of data generated and stored due to our 
daily activities is increasing rapidly. An IDC study estimated that, in 2020, the world produced more 
than 5,200 gigabytes of data for each person alive (Gantz & Reinsel, 2012). With the rapid increase 
of digital evidence, digital forensic investigators have to search through massive amounts of evidence 
to identify suspicious behavior, raising the need for sophisticated automatic digital forensic tools and 
procedures (Pollitt, Caloyannides, Novotny, & Shenoi, 2004).

For most e-commerce cyber-attacks, incident handlers require a forensic model to assess a 
reported incident and prioritize it before initiating a potentially costly and lengthy formal or legal 
procedure. A digital forensic investigation is often initiated to ascertain certain facts in response to 
an incident. Prioritizing incidents is critical in the incident response process as well as for damage 
control. The legal foundation focuses on the use of forensic tools and techniques for the recovery, 
handling, analysis, and preservation of digital evidence, as opposed to firewalls, antivirus, routing, 
or intrusion detection. However, the incident response process takes much time and effort (Ryan & 
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Shpantzer, 2002). Furthermore, most businesses lack the ability to collect, preserve, and analyze 
digital evidence and to respond and handle security incidents, which raises a critical need for an 
automatic digital forensic model.

To address the abovementioned issues and to make digital forensics more accessible for 
understaffed organizations, this research proposes an automatic forensic model that intelligently 
integrates the multiple incident response stages (evidence acquisition, evidence analysis and 
correlation, attack detection, and incident report). The proposed model features a knowledge base in 
place of human security expertise required for evidence analysis and attack detection, thus addressing 
the shortage of qualified forensic experts. A prototype system is developed for practical evaluation, 
with the aim to reduce investigation time and thus incident damage.

While prior studies in digital forensics have proposed many methods for evidence analysis or 
attack detection (Montasari, 2016b; Shrivastava, 2016; Shrivastava, Sharma, & Dwivedi, 2012), none 
have attempted to design an automatic digital forensic model with a knowledge base that integrates 
the stages of incident response. The novelty of the proposed model is two-fold: integrating multiple 
incident response phases and including a knowledge base to perform evidence collection and analysis 
in an automatic and intelligent way.

This research makes the following contributions: (1) an automatic digital forensic model to 
integrate multiple incident response and handling stages; (2) a knowledge database to analyze 
evidence in an intelligent way; (3) a preliminary incident analysis report to assess the severity of an 
incident and to assist in incident response prioritization; and (4) a prototype system to demonstrate 
the practicality of the proposed model.

The remainder of this paper is organized as follows. Section 2 provides the relevant forensic 
background and reviews the forensic process. The proposed model is presented in Section 3. 
Experimental results applying empirical data to the forensic model are explained in Section 4. Section 
5 draws conclusions and proposes recommendations for future work.

RELATED WORK

This section briefly reviews the increasing need for digital forensics in e-commerce, followed by a 
review of forensic process models.

Increasing Need for Digital Forensics
Increased attention has focused on data privacy (Anderson, Baskerville, & Kaul, 2017; Karwatzki 
et al., 2017), especially in the context of cross-border e-commerce (Barkatullah & Djumadi, 2018; 
Frik & Mittone, 2019). Many national governments have launched legislative initiatives to implement 
improved security requirements. For instance, federal law in the United States imposes obligations on 
businesses to protect user privacy (Thoren-Peden & Meyer, 2018). In addition, the EU’s General Data 
Protection Regulations require organizations to implement appropriate technical and organizational 
measures for data protection, and failure to properly handle incidents of data exfiltration can result 
in exorbitant fines.

Meeting privacy protection regulatory requirements requires effective digital forensics – the search 
for traces used to track the actions of cyber-criminals (Baryamureeba & Tushabe, 2004; Shrivastava, 
2017; Shrivastava, Sharma, et al., 2018). Digital forensics has been useful in monitoring and detecting 
suspicious transactions in financial transaction systems through database analysis (Khanuja & Adane, 
2019). Activities in digital forensics include the acquisition, collection, and preservation of digital 
evidence, the analysis and examination, and the generation of reports (Abschnitt, 2019; Ademu et 
al., 2011; Tan, 2001). For example, EU organizations are required to report cyber incidents within 
72 hours, with details on the leaked data, ensuing damage, and how the breach occurred. Digital 
forensics best practices can help organizations meet these requirements.
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To this end, organizations need to develop an appropriate capability to preserve, collect, protect, 
and analyze digital evidence (Reggiani, 2016) so that they can respond quickly to cyber incidents 
and retrieve digital evidence while it is still available (Park et al., 2018; Reggiani, 2016). Besides, 
a comprehensive report will be generated based on evidence analysis so that cybersecurity officers 
can react promptly to secure the organization and to enhance privacy protection.

As web browser sessions have become a common vehicle for cyber-attacks (Umar, Yudhana, & 
Faiz, 2018), advancing digital forensics to collect and store cybercrime evidence (Arewa, 2018) is of 
critical importance to privacy protection as e-commerce becomes increasingly borderless.

Digital Forensic Models
According to guidelines for electronic crime scene investigation developed by the U.S. Department 
of Justice (Ballou, 2010) and others (Shrivastava, Sharma, & Dwivedi, 2012), digital forensics follow 
four steps: (1) Acquisition – finding relevant evidence at the crime scene which usually starts with 
acquiring data from the victim’s equipment; (2) testing – verifying whether the collected evidence is 
original and confirming that it has not modified for the following analysis; (3) analysis – searching for 
traces relevant to the cyber-crime, such as identifying suspicious processes and dubious IP addresses 
from network traffic, the results of which need to be documented; and (4) reporting – concluding the 
analysis results and the cause of the incident for further action. These guidelines serve as a foundation 
for digital forensic models including the Enhanced Digital Investigation Process Model (Baryamureeba 
& Tushabe, 2004) and its subsequent improvements (Agarwal, Gupta, Gupta, & Gupta, 2011).

Based on their practical and professional experiences, SANS (Chisholm, 2010) made the 
following recommendations for digital forensics: (1) use existing tools rather than developing new 
programs, (2) use live data, (3) conduct bit stream imaging, (4) never add, delete, modify or filter 
the collected data, (5) hash all the evidence, (6) record all behaviors, and (7) back-up the evidence. 
These recommendations accentuate the need to integrate existing tools and emphasize maintaining 
the integrity of the evidence throughout the forensic process. Based on the above recommendations, 
Van Barr et al. (Van Baar, Van Beek, & van Eijk, 2014) examined whether digital forensic services 
can ease the burden of forensic experts in the Netherlands. They emphasized the importance of the 
authenticity and integrity of digital evidence. In response to the need for an integrated forensic model, 
Yen et al., (Yen, Yang, & Ahn, 2009) implemented a digital forensic system to ease the burden of 
evidence acquisition on security and forensic staff. Incident investigators still require security and 
forensic expertise to effectively analyze the evidence.

Forensic process models provide a procedure for investigating security incidents. Yusoff et al. 
(Yusoff, Ismail, & Hassan, 2011) reviewed several digital forensic models and identified commonly 
shared processes including pre-processing, acquisition and preservation, analysis, presentation, and 
post-processing. The Computer Forensics Investigative Process, proposed by Pollitt (Pollitt, 1995) 
consists of four sequential stages: acquisition, identification, evaluation, and admission. Evidence 
is collected in the acquisition stage and is analyzed in the identification stage. The evaluation stage 
concludes the incident analysis result which is presented to the legal authorities in the admission stage.

Palmer (DFRWS, 2001) proposed a digital forensic investigation process based on the model 
proposed by Yusoff et al., consisting of six stages: identification, preservation, collection, examination, 
analysis, and presentation. The identification stage performs system monitoring and audit analysis; 
preservation ensures chain of custody integrity; collection acquires the relevant evidence using 
approved tools; examination ensures the integrity and validity of the collected evidence; analysis 
examines the evidence and identifies activities related to the incident; and finally, in the presentation 
stage, the investigator provides a report describing the incident in detail. Compared with the previous 
model, Palmer’s approach provides more detailed steps for investigators, but both include actions to 
ensure the investigation’s legitimacy.

Reith et al. (Reith, Carr, & Gunsch, 2002) proposed a model based on Palmer’s, with nine 
components: identification, preparation, approach strategy, preservation, collection, examination, 
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analysis, presentation and return evidence. The model provides a general framework that can be 
applied to a range of incidents but suffers from certain shortcomings, some of which are identified 
by the authors themselves. The approach is too high-level to be practical, there is no easy method 
by which to evaluate model performance, and each sub-category is cumbersome to use. Kohn et al. 
(Kohn, Eloff, & Eloff, 2013) argued that the examination phase should involve extracting potential 
digital evidence.

Carrier and Spafford (Carrier & Spafford, 2003) developed a model consisting of seventeen 
phases. The model adapts physical crime scene processes in a digital crime scene, defined as a 
virtual, software-generated environment that contains digital evidence. Baryamureeba and Tushabe 
(Baryamureeba & Tushabe, 2004) criticized the model’s practicality, suggesting that malicious activity 
might is not included in the physical or digital investigation, thus negatively impacting the accuracy 
of event sequence reconstruction.

Kent et al. (Kent, Chevalier, Grance, & Dang, 2006) created a guideline for organizations to 
develop their digital forensic capability, using IT professionals for information security incident 
response. This high-level guideline consists of four steps: collection, examination, analysis, and 
reporting. Beebe and Clark (Beebe & Clark, 2005) proposed a model focusing on lower-level digital 
forensic activities for practical use. Their model consists of six phases: preparation, incident response, 
data collection, data analysis, findings presentation, and incident closure. However, its lower-level 
details are limited to the data analysis phase. Montasari (Montasari, 2016a, 2016b) surveyed the 
existing digital forensic investigation models, noted the lack of a comprehensive model encompassing 
the entire digital investigative process, and highlighted the importance of methodical analysis of 
digital evidence.

The USA National Institute of Standards and Technology (NIST) published its Computer Security 
Incident Handling Guide (Cichonski, Millar, Grance, & Scarfone, 2012) to establish a successful 
incident response. As shown in Fig. 1, the guidelines recommend an incident response model consisting 
of four phases: preparation, detection and analysis, containment eradication and recovery, and post-
incident activity. During the preparation stage, an organization implements preventive controls. 
The next two phases often cycle back and forth as an incident might involve additional hosts. The 
detection and analysis stage defines incident severity and alerts the organization. Once the incident 
is adequately handled, the organization reports the cause of the incident along with steps to be taken 
to prevent future incidents.

Source: Cichonski, Millar, Grance, and Scarfone (2012)
The above-mentioned models mostly provide general forensic processes that involve whole 

organizations along with some external parties or artifacts such as security controls, written documents, 

Figure 1. NIST incident response life cycle



Journal of Global Information Management
Volume 30 • Issue 2

6

personnel, etc. This study builds on the prior work, developing a model for first incident responders 
to efficiently handle information cyberattacks and prioritize incidents for further actions.

Evidence collection, analysis, and detection are key issues in the design and implementation of 
a forensic model, and determine incidence response efficiency and timeliness, along with the extent 
to which damage can be controlled. To our best knowledge, the present study is the first to attempt 
the automation of incident handling from evidence collection through analysis and detection, using 
the integration of various forensic techniques to establish an automatic forensic model.

METHODOLOGY

Despite being developed as a proactive measure, Digital Forensic Readiness is mostly implemented 
only at the policy level (Park et al., 2018). Thus, a real practical forensic model is needed. This study 
proposes a digital forensic model to help organizations comply with readiness policy. The proposed 
automatic forensic model collects and analyzes digital evidence for incident handlers to identify 
attacks and anomalies. The proposed model follows the incident response life cycle recommended 
by the NIST (Cichonski et al., 2012) and provides a preliminary incident investigation to assist first 
responders in promptly and efficiently assessing incident severity. Furthermore, a knowledge database 
is designed to replace human expertise for evidence analysis and attack detection. The third phase of 
the guideline, Containment Eradication & Recovery, requires that forensic professionals manually 
inspect suspicious behaviors to prevent the accidental removal of important files. Therefore, the 
proposed model eliminates this phase and produces an incident report for incident handlers. The 
model consists of the following phases: evidence collection, evidence analysis, attack detection, and 
incident reporting. Figure 2 below provides a detailed illustration of the proposed model.

NIST (Mukasey, Sedgwick, & Hagy, 2008) suggests that evidence acquisition and evidence 
analysis should be performed on two separate machines to ensure evidence integrity. Thus, the proposed 
model exports the collected evidence in a coherent format to a remote machine for future analysis and 
data integrity can be ensured through various cryptographic methods, such as hashes or blockchain.

The knowledge base consists of two parts. The first part is used for evidence collection and stores 
information about where the digital evidence is located, as it may be located at different resources and 
different system versions keep event log files in different folders. In the initial evidence collection 
phase, incident handlers could customize the evidence acquisition rules based on the characteristics 
of the target incident by modifying the configuration files.

Figure 2. Proposed automatic forensic model 
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Evidence analysis and attack detection is very time-consuming and requires security professionals 
to manually search massive amounts of evidence data to find traces of suspicious activities. To increase 
the efficiency of this labor-intensive task, the second part of the knowledge base contains patterns of 
misbehaviors such as signatures of malware, indicators of compromise, malicious payload patterns, or 
malicious domains, and is used for evidence analysis. Security experts or machine learning models can 
be used to develop this function using security advisories and vulnerability reports. The knowledge 
base should be updated whenever a new attack is identified or a new vulnerability is reported. It can be 
updated automatically through cyber threat intelligence provided by venders or an open source threat 
sharing platform such as (TBA) MISP1. Using the knowledge base, the proposed model automatically 
analyzes the evidence by searching for activity patterns that describe the signatures of anomalies.

Model Implementation

To evaluate the practicality of the proposed model, an automatic forensic system (AFS) based on 
the proposed model is implemented for Window-based systems. The SANS white paper (Chisholm, 
2010) suggests that adopting existing software in evidence collection is preferable than implementing 
a new solution. Hence, our implementation attempts to integrate existing tools as follows.

Phase One: Evidence Collection
In the implementation, the developed AFS collects the following evidence sources from the victim 
machine: network, processes, registry, and event log. Malware may exhibit various anomalous 
behaviors such as executing as system process or commonly-used browsers, modifying registry values, 
connecting to control and command server, etc.

The evidence collection module locates and collects evidence according to the knowledge base 
configuration. The collected evidence is stored securely with integrity protection by a hash standard, 
such as SHA256. To automatically acquire verifiable evidence, the evidence collection tools are 
chosen based on the following criteria: provided by system vendors or open source; facilitated with 
script or command interface; and can export evidence found.

After careful selection, five tools are adopted for collecting evidence from various sources 
including network, process, system setting, and system logs (see Fig. 3). For network evidence, 
CurrPorts is a network acquisition tool collecting network connection information on a target machine. 
Process evidence is collected using two Windows built-in tools: WMIC and Procmon. WMIC 
provides basic information about the running processes on a target machine, and Procmon captures 
detailed process behaviors including file and system activities. With respect to system setting and 
logs, Windows built-in Wevtutil is applied to retrieve Windows Event Logs and Autoruns to extract 
registry information where Windows stores system configuration and the processes running during 
system boot.

Like commercial evidence collection tools, the implemented evidence collection module 
integrating the above tools is provided in a portable device, such as a USB flash memory, and can 
be executed directly without extra installation, fulfilling NIST requirements. The algorithm of this 
module is presented in Fig. 4. It loads the evidence collection rules from the knowledge base and 
executes the digital evidence acquisition tools to collect raw evidence. The raw evidence in various 
formats is transformed into the unified format, CSV, and stored to the database for analysis.

Phase Two: Evidence Analysis and Attack Detection
In this implementation, the evidence analysis and attack detection phases are combined into a single 
module. A replicate of the collected evidence is produced for analysis to preserve evidence integrity. 
The evidence is analyzed based on misbehavior patterns described by the knowledge base and all 
suspicious behaviors identified from various evidence sources are correlated to improve detection 
performance.



Journal of Global Information Management
Volume 30 • Issue 2

8

The process of evidence analysis and detection is illustrated in Fig. 5 and its pseudo code is 
presented in Fig. 6. The process contains analyzing different kinds of evidence and comparing patterns 
with known attack patterns in the knowledge base, thus to detect suspicious processes. The evidence 
analysis module individually analyzes the different types of evidence and then correlates them together. 
The knowledge base information can provide misbehavior patterns in the abovementioned evidence 

Figure 3. Selected evidence collection tools and collected evidence

Figure 4. Evidence collection algorithm
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Figure 5. Process of evidence analysis and attack detection

Figure 6. Algorithm for evidence analysis and attack detection
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types, for example, searching for suspicious network connections to malicious domains listed in the 
knowledge base. The process evidence analysis identifies abnormal parent-child process relationships 
or suspicious process behaviors, such as file access or network connections. The registry evidence 
analysis checks for suspicious software running in system boot; the system event log analysis checks 
for suspicious process activities. Suspicious behavior may appear in different types of evidence; 
for example, suspicious network connections can be captured by network evidence and event logs. 
Therefore, the results from the above evidence analyses are correlated and integrated by process 
ID in the final step, so that network and process analyses jointly offer general information of the 
suspicious process, registry analysis provides the location of the process, and event logs analysis 
gives the specific timestamp of the suspicious activities.

Phase Three: Incident Reporting
Incident reports are generated based on the detection results from the previous module. Evidence 
for identified suspicious behaviors is displayed for human inspection during the third phase of the 
incident response life cycle. An incident report is exported in Jason format, including the detection 
results of suspicious processes, files, network connections, and events.

EVALUATION

Based on incident response time metrics (Hoffman, 2018), the average time detection time is 84 days. 
An automatic forensic system could provide a quick review of security incidents and shorten the 
incident response time. To evaluate the performance of the proposed forensic model, two experiments 
were conducted. Experiment 1 evaluates whether the proposed system can identify misbehaviors by 
tested malware, with detection results validated by human experts. Experiment 2 compares the time 
efficiency of the proposed system against professional forensic investigators.

The system implementation and experiments are written in Python 3 on a personal computer 
with Intel Core i5 7500 processor (2 cores) and 4GB RAM. The implemented system was tested on 
various operating systems including Windows 7, 8, 10, and Ubuntu 16.04.

Various types of malware listed in Table 1 were tested on a fully patched Windows 8 machine, 
including backdoor, Trojan, and ransomware. In real cases, evidence is mixed up with a large amount of 
normal user behavior data. Therefore, to mimic real-world attacks, the victim machines were installed 
with commonly used applications and operated by normal users over time so that the collected evidence 
included mostly normal behaviors like document editing, web browsing, program development and 

Table 1. Evaluated malware.

Malware

Backdoor.W32.Buterat!c

TrojWare.Win32.CoinMiner.B

TrojWare.Win32.Ransom.Locky.AI

Trojan-Banker.Win32.Emotet.ayjo

HEUR:Backdoor.Win32.Agent.gen

Trojan.Win32.Siscos.wgv

Trojan-Ransom.Win32.GandCrypt.cja

HEUR:Trojan.Win32.Generic

Trojan.Ransom.BlackRuby
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testing, gaming, video conferencing, etc. The average time for AFS to collect necessary evidence is 
half an hour after an attack takes place.

Experiment 1: Detection Verification
Experiment 1 verifies whether the incident reports generated by AFS could identify suspicious 
behaviors due to attacks. The incident reports of the above mentioned malware were reviewed by an 
incident handler and all were verified as correct. The verification results demonstrate that the proposed 
model and the developed system can identify attacks with 100% accuracy.

To demonstrate the identified suspicious behaviors of the incident report, Fig. 7 presents a 
summarized incident report for malware TrojWare.Win32.CoinMiner.B is organized into three parts: 
suspicious registry, suspicious processes, and log records of suspicious events. This malware sample 
disguises itself as a screen saver file, photo.scr, and updates the registry to run whenever the victim 
machine boots up, launching a brute force attack on port 21, spawning processes and threads to mine 
cryptocurrency, and erasing and turning off the audit log in order to cover its traces. The summary 
report successfully identifies the above suspicious behaviors and provides their key information.

The suspicious registry part identifies which registry entries were modified and which suspicious 
executable files were added to run automatically at startup, as shown in Box 1. The suspicious process 
part identifies process ID 2064 as having created many connections to port 21 performing brute force 
attacks and forking many processes and threads, as shown in Box 2. The log records of suspicious 
events as outlined in Box 3 indicate that the audit log was cleared out (event ID 1100) and the event 
logging service was shut down (event ID 1102). Some malware might perform the same function 
multiple times to ensure the expected action has been completed, and the malware tested performed 
audit log deactivation multiple times.

The system verifies the malware using VirusTotal. The report provides the detection result and 
indicates the location of the suspicious process for incident handlers to perform malware removal, 
as shown in Boxes 1 and 2. Incident handlers can retrieve the corresponding evidence through the 
location provided by the report. The proposed system provides detailed information for each part in 
case incident handlers intend to examine specific misbehavior. For illustration, a snapshot of network 
misbehavior report shown in Fig. 8 demonstrates that process ID 2064 has made many connections 
to port 21 of many remote hosts and attempted brute force attacks. The names and locations of the 
suspicious processes are provided as well.

Experiment 2: Time Efficiency Comparison
The volume of evidence might affect analysis and detection time. This experiment evaluates time 
performance with different volumes of evidence by AFS and human investigation. The evidence 
used in this experiment was obtained from executing various types of malware, and the volume of 
evidence had huge differences on time because of the characteristics of different malware behaviors. 
For example, few ransomware behaviors were performed once all files were encrypted, but the 
cryptocurrency miner kept running and produced many activities such as connecting to the mining 
pool and exhausting computer resources. To demonstrate the detection time efficiency, the proposed 
system is compared with a professional human investigator recruited from TACERT (Taiwan Academic 
Network Computer Emergency Response Team) with more than five years of experience in incident 
handling and digital forensics. The participating investigator manually reviewed the evidence and 
provided incident investigation reports. The proposed system and incident investigator analyzed 10 
various incident cases and the time needed for analysis and detection was recorded. Table 2 compares 
the time performance between the proposed system (column: Time by AFS) and the human investigator 
(column: Time by investigator).

The results demonstrate that AFS is on average nine times faster than human investigation. In 
addition, the time required by human investigation varied more significantly than the proposed system, 
especially when dealing with evidence of different levels of volume and complexity. The standard 
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Figure 7. Sample incident report of “TrojWare.Win32.CoinMiner.B”
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Figure 8. Snapshot of a detailed incident report on network misbehaviors

Table 2. Time performance comparison

Size of evidence Time by AFS (secs) Time by investigator 
(secs)

Speedup Ratio 
(Investigator/AFS)

216MB 19 198 10.42

244MB 18.67 194 10.39

245MB 15.67 165 10.53

262MB 19.33 244 12.62

326MB 21 313 14.90

478MB 23.67 177 7.48

593MB 24.67 342 13.86

695MB 26.33 350 13.29

1.15GB 34.33 152 4.43

1.51GB 44.67 166 3.72

Avg size: 578.2MB Avg: 23.38 MB/s Avg: 2.51 MB/s Avg: 9.30
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deviation of the analysis and detection time by AFS is 8.75 seconds, while that by the investigator 
is 77.15 seconds. Shortening analysis and detection time facilitates timely response to cyberattacks 
and damage reduction, thus the time efficiency demonstrated in this experiment illustrates the value 
of the proposed model for improved cyber security.

Discussion

This research aimed to propose a model for automatic digital forensic that integrates incident response 
stages and propose a system with an expert knowledge base for general system administrators. The 
model consists three phases (i.e.: evidence collection and preservation, evidence analysis and attack 
detection, and automatic report generation), and the system was implemented and evaluated using two 
experiments. The results of the first experiment demonstrate that the proposed model successfully 
identified potential threats, while the second experiment demonstrated that the proposed automatic 
forensic model can provide significant time savings for investigators. The system’s average processing 
time is 23.38 MB/s compared to 2.51 MB/s for manual investigation. Our experiments confirmed 
that adopting a knowledge base can facilitate identifying cyber threats automatically. In particular, 
we improved digital forensic by consolidating multiple stages in one system to shorten time needed 
to generate a preliminary forensic report. To confirm the reliability of the results, the participants in 
the model and system evaluation were required to have related forensic experience and professional 
knowledge, thereby making them competent to provide insights.

There are several theoretical and practical implications of this research. First, we highlighted 
developing a database of expert knowledge and revealed that a knowledge database has a vital role 
in reducing the time required for digital forensic processes. The experiment results demonstrated that 
an expert knowledge database can reduce human effort in the forensic process. Second, document 
transformation methods and rule comparison tools can be used to develop an automatic and integrated 
forensic system to produce informative forensic reports. The evaluations strongly supported the 
implementation of this system to connect existing applications for different stages in digital forensic, 
and significantly demonstrated the usefulness of the system in improving the efficiency for digital 
forensic.

Third, this research has an important implication for e-commerce, which has been seriously 
challenged by increasing amount and complexity of cyber threats. The results of this research showed 
that an automatic and integrated digital forensic tool is capable of enhancing defend against cyber 
threats. Last, while digital forensic used to consume much time and energy of experts to provide 
reports for companies to take corresponding actions when facing cyber threats, this research provides 
a substitute for expert involvement so that e-commerce firms can respond to cyber threats with less 
human efforts. The findings suggest merit in further exploring the possibilities of automation in 
defending cyber threats.

In spite of the aforementioned implications, this research has some limitations. First, we evaluated 
the model and system with nine more common viruses used in cyber attacks. The validity of future 
experiments could be improved if a wider range of viruses is tested with the model and system. 
In addition, although this research integrated the most accepted and suitable application that was 
originally tailored for one specific digital forensic stage, further development of a model and system 
that can incorporate more applications would contribute to more comprehensive employment of 
automatic digital forensic.

CONCLUSIONS AND FUTURE RESEARCH

Increasingly sophisticated cyberattacks threaten customer privacy and transaction safety, raising the 
need for automatic and integrated digital forensics (Umar et al., 2018). This research provides an 
automatic digital forensic model comprising evidence acquisition, evidence analysis, attack detection, 
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and incident reporting, and integrating a knowledge base built with the relevant knowledge of security 
professionals. The model follows the NIST incident handling guide and streams incident handling 
phases in a pipeline. The proposed model meets the criteria of minimizing the impact of cyberattacks 
(Khanuja & Adane, 2019) and gathering evidence from multiple sources (Arewa, 2018). As most 
e-commerce firms lack digital forensic capabilities to respond to security incidents in a timely manner 
(Hutchings, 2012), this research provides two major contributions to enhancing cybersecurity in 
this era of rapid expansion and increasing complexity of cross-border e-commerce: (1) automatic 
detection of suspicious behaviors and events and (2) generation of timely forensic reports to facilitate 
efficient handling of cyber incidents. To sum up, the proposed digital forensic model, together with 
the implemented system, facilitates improved cybersecurity for cross-border e-commerce.

Nevertheless, this research leaves room for improvement, including the development of fully 
automated data collection. In the current research, evidence acquisition is triggered by an indication of 
attack. Cyber criminals are increasingly capable of removing the traces of their attacks, necessitating 
the automatic collection of potential evidence before attacks are confirmed. This is different from 
simply collecting log files for transactions. Storing log files is a means of passive protection allowing 
investigators to excavate traces as needed. Modern machine learning techniques can help construct 
proactive protections by building models to detect suspicious connections or transactions at a very 
early stage, and initiate evidence collection prior to any trace removal. Another improvement towards 
automatic forensics would be building a feedback mechanism into the system. As massive attacks 
of the same type tend to take place in a concentrated period of time, when one type of attack is 
confirmed by the proposed system, related information can be used for proactive protection against 
similar attacks over the coming days or weeks. Feedback from incident investigators could enhance 
cyber security as well as reduce incident response times.

Lastly, advanced digital forensics models should consider new trends in web technologies, 
such as mobile ad hoc networks and mobile phone applications (Shrivastava, 2018). One major 
development has been the adoption of semantic web practices (Shrivastava, Sharma, & Bawankan, 
2012) for back-end communication (Praveen Kumar & Suguna, 2020) and front-end content generation 
(Shrivastava, Sharma, & Bawankan, 2012) as the range of e-commerce products and consumers 
becomes increasingly diverse. With the proliferation of semantic web practices in e-commerce, scholars 
have raised the need to enhance cyber security with semantic web services (Singh & Nayak, 2019). 
As digital forensics plays a key part in securing e-commerce, digital forensic models and tools must 
track such emerging technologies.
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