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ABSTRACT

With the advent of the 5G network era, the convenience of mobile smartphones has become 
increasingly prominent, the use of mobile applications has become wider, and the number of mobile 
applications has increased. However, the privacy of mobile applications and the security of users’ 
private information are worrying. This article aims to study the ratings of data and machine learning 
on the privacy security of mobile applications and uses the experiments in this article to conduct data 
collection, data analysis, and summary research. This paper experimentally establishes a machine 
learning model to realize the prediction of privacy scores of Android applications. The establishment 
of this model is based on the intent of using sensitive permissions in the application and related 
metadata. It is to create a regression function that can implement the mapping of applications to score. 
Experimental data shows that the feature vector prediction model can uniquely be used to represent 
the actual usage and scheme of a system’s specific permissions for the application.
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1. INTRODUCTION

At present, there are few mobile application recommendation systems based on user trust behavior 
in existing work (Ramlatchan, 2018). The trust behavior of users using mobile applications can truly 
reflect their personal preferences, and their data is of great value for constructing user profiles and 
calculating recommendations. Secondly, the accuracy and personalization of existing recommendation 
systems still need to be improved. Existing mobile stores are basically scoring rules based on the 
number of downloads of applications and user evaluation, and such rules have the risk of low accuracy 
and malicious attacks. Last but not least, the issue of privacy protection in the mobile application 
recommendation system is still an open issue (Ghezzi et al., 2015). Since the recommendation result 
is based on the calculation of user data and even contains a lot of privacy data, if the user data cannot 
be properly protected, privacy leakage will occur.

The current Android system widely uses the permission model technology to manage and control 
the acquisition and access to information related to user privacy information (Li et al., 2019). However, 
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the widespread application of mobile application platforms also has the problem of security and abuse 
of permission models. Many mobile applications often apply for unnecessary sensitive information 
permissions, so that users ’private information-related information often faces a huge risk of being 
leaked by malicious intentions. At the same time, many mobile applications will actively obtain and 
maliciously disclose the user’s private information related information without the knowledge of the 
developer and the user. In recent years, a lot of research and work have begun to focus on the analysis 
of applications and the protection of the security and privacy of mobile application systems. Whether 
the permission of sensitive information behavior of the application is maliciously disclosed and 
whether it should be clearly allowed by the relevant departments, so a reasonable privacy information 
protection scheme using sensitive information permissions should be set up.

In response to the question of whether mobile phone privacy information may be exposed, M et 
al. Modified the software and used a virtual machine to implement dynamic mobile phone application 
flaw data analysis tool Taint-droid (Kumar et al., 2016; Xu et al., 2020). The advantage of this data 
analysis tool is that it can directly mark sensitive data as a taint source, and then track the data marked 
as taint at runtime, and analyze and judge based on the data marked as taint source and whether the 
data is leaked by the application Whether there may be leakage of mobile phone privacy information 
in the process of running the application (Wang et al., 2016). The study provides a continuous and 
automated application risk assessment framework, which automatically builds application models 
from mobile phone application metadata by automatically collecting mobile phone user responses to 
application permissions and use, and then uses a machine deep learning Methods to analyze and assess 
the risk of application (Wan et al., 2019). The research of Wei et al. Proposed that crowdsourcing 
data analysis technology can be used to study each user’s expectation and acceptance of different 
privacy information combinations (Wei & Hou, 2016). By using this technology to detect the central 
expectations of each application and the amount of privacy information as well as the use rights and 
location, you can directly analyze the application core privacy information expectations and solutions 
for the use of information and behavior, That is used in third-party databases, or is required for the 
core functions of the application software (Ding et al., 2016). However, the results of the research 
indicate that the core expectations of users and the expectations and plans for the use of private 
information also directly affect each user’s expectations and acceptance of the application’s core 
private information and behavior.

The correlation analysis between the feature vector and the privacy score in the experiment shows 
that 74% of the features are positively correlated with the privacy score, while only 26% of the features 
are negatively correlated with the privacy score. Through experiments and data analysis, it is shown 
how to conduct research on the rating of privacy information features of mobile terminal applications 
based on software crowdsourcing and robot engineering learning technology (Lv & Qiao, 2020). 
First of all, the analysis and calculation results extract the privacy information feature vectors of the 
mobile terminal application and perform preprocessing. Then, we studied different machine learning 
and prediction model principles, created multiple privacy information risk scoring prediction models, 
and optimized them. At the same time, we compared with the existing research methods, and then 
used the Android application third-party library detection method to find the existing the detection 
method has certain limitations. This paper proposes and implements a third-party library detection 
method based on crowdsourcing data and module clustering, which provides a basis for the analysis 
of sensitive permission usage schemes, and compares with existing detection methods, reflecting the 
privacy information rating system of mobile applications Research results.
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2. Sensitive Authority

2.1 Research Methods of Mobile Application Privacy Information
2.1.1. Performance Evaluation
The evaluation ability of the model requires an evaluation indicator. In this paper, the mean squared 
error (MSE) between the model ’s predicted score and the actual application score is used as the main 
evaluation index of the model ’s predictive ability. The smaller, the stronger the model’s predictive 
ability and the better the model’s performance (Yoeruek, 2017). In addition, k-fold cross-validation is 
used to automatically train the input data when constructing the model. The k value takes a positive 
integer between 1 and 10. Based on the experimental results, the k value that optimizes the prediction 
result will be taken. In the experiment, the input data is divided into k groups, one group is reserved 
for testing, and the other k-1 groups are used for training. This process is repeated k times, so that each 
group of data has a chance to be a test group, and then taken k times The average value of the mean 
square error of training is used as the final evaluation value. MSEk = i means that the k = i group 
of data is used as the mean square error value obtained by the training model of the test group. The 
calculation process of this value is shown in Equation (1), where Predictt represents the prediction 
score of the t-th vector of the application, Realt means the real score. MSE represents the mean square 
error value of the model, and the calculation process is shown in Equation (2):
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2.1.2. Feature Combination
Feature combination refers to the recombination of basic features to construct higher-dimensional 
features. Combining features makes the problem linear in the low-dimensional feature space and 
characterizes non-linear features. If the samples cannot be linearly separated in the original feature 
space and the linear classifier is still used, it will lead to classification errors and algorithm errors 
(Peng et al., 2018). The combined features will undoubtedly increase the number of features and 
the complexity of the model (Guerrieri & Shimer, 2018). In many cases, the problem of overfitting 
the model may be exacerbated. But for large data sets, underfitting can be avoided. There are many 
ways to combine features, but a common method of combining features is to use the feature values 
of the original features to multiply each other, and the product forms a combined feature (Alshehri 
et al., 2017). The original features are called first-order features, and the doubled first-order features 
are called second-order features, where X is a feature vector. The characteristics of the second-order 
combination are as follows:
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2.1.3. Interactive Recommendation Generation
This process is an interactive process including recommendation request users, SPs and PCs. In 
this process, users’ final mobile application recommendations are generated (Mirarchi et al., 2016). 
Recommendation request users first send a request message to the SP to obtain recommendations. 
If the identity of the recommendation request user is verified by the PC, the SP will return a set of 
protected user relationship values to the recommendation request user (Gale et al., 2017; Shi et al., 
2016). It is recommended to request the user to use the homomorphic encryption technology to 
process the user relationship value set, and then send the processed data to the SP. The SP uses the 
data sent by the recommendation request user, uses the homomorphic encrypted nature and the user 
data in the database, calculates the data necessary to generate the recommendation, and returns it to 
the recommendation request user (Kavitha et al., 2017; Zhang et al., 2016). Recommendation requests 
the user to calculate the final recommendation result in his own device. Specifically, the process has 
the following detailed steps:

1) 	 The recommendation request user k sends the request for application recommendation to the 
recommendation cloud server SP using the anonymous identity through the client software 
as shown in formula (4), in which the user k signs his anonymous identity, which is the PC 
Signature of signature information (Luo et al., 2018). The SP receives the recommendation request 
information of the recommendation request user k and authenticates the user k to the privacy 
center PC. If the authentication fails, the SP rejects the request of user k. After the authentication 
is passed, proceed to the next step:

{ ( ), ( ( ))}Sig ID Sig Sig ID
k PC k k

	 (4)

2) 	 The recommended cloud server SP calculates the value of the cover relationship between the 
other user j and the recommended request user k in the system based on the formula (5) based 
on the identity ID of the recommended requester and the data of all system users stored in the 
database (Zhang et al., 2017), where and respectively indicate Other users and recommendation 
requesting user k indicate the usage trust behavior data of user k about application a (a 1 i indicates 
that the application is not to be recommended i) calculated within the time window t, and other 
similar symbols indicate similar meanings (Ma et al., 2016). Note that the user relationship value 
is actually protected within the time window t, the specificvalue is determined by the current 
time window:
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3) 	 The recommendation request user k uses its own homomorphic encryption public key to 
homomorphically encrypt the real relationship value to obtain formula (6), and then sends the 
relationship value set obtained by homomorphic encryption to the recommended cloud server 
SP (Lee et al., 2016):
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4) 	 It is recommended that the cloud server SP calculate the control parameters and send it to the 
recommendation requesting user k together with the output data and time stamp t in the algorithm 
(Hudson et al., 2016). The recommendation request user k receives the relevant data returned by 
the recommendation cloud server SP on the client, and decrypts the encrypted values obtained in 
the algorithm, namely X and Y, using their own homomorphic encryption private keys, and the 
decryption results are recorded as P and Q (Li & Sugimoto, 2018; Piao et al., 2016). For each 
application i to be recommended in the decryption set, the client calculates the recommendation 
value for the application i for the recommendation request user k obtained within the time window 
t according to formula (7):
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2.2 Permissions and Usage Plan
Static analysis technology is currently the most commonly used analysis technology in mobile 
application permission analysis. Through static analysis technology, it is easy to implement sensitive 
application permission analysis and analysis of usage permission schemes. In this paper, the 
decompilation process of the original mobile application Apk file is converted into an intermediate 
code by using the decompilation permission analysis tool Apktool (Son et al., 2017). On the one hand, 
we can directly obtain the application file with sensitive permissions of the mobile application. The 
sensitive application permissions actually required in the application file can be used in the mobile 
application code or the application code of the third-party database. The scheme of the file can 
directly obtain some privacy information features related to the application privacy information in the 
file. For example, the number of installation packages for each application component, the number 
of application components applying for sensitive permissions, the size of the installation package 
and other sensitive permission features (Dietze et al., 2016; Xie et al., 2016). In addition, it also 
indicates that we can analyze the mutual transfer time relationship between files and Apk in Smali’s 
application intermediate code through the permission scheme to obtain the sensitive permissions 
that the application actually needs to use. Whether the sensitive use permission of application 
privacy information is reasonable is closely related to its sensitive use permission scheme, so this 
article analyzes its sensitive use permission scheme in different mobile applications for 11 sensitive 
application permission schemes that are frequently applied and used in mobile applications, and 
obtains < Sensitive applications, permissions, usage analysis> triples (Han & Keskin, 2016; Pentina 
et al., 2016; Saturday et al., 2017). The flow chart of the sensitive use permission scheme in different 
mobile applications is shown in Figure 1:

3. Experiments on Obtaining Private 
Information in Mobile Applications

3.1 Experimental Data Set
Crowdsourcing is used to investigate the actual data users expect from private information in mobile 
applications (Qi et al., 2018). Few users read end user license agreements or privacy rights because of 
the complexity of their privacy policies or the imbalance between user payment time and income, but 
crowdsourcing technology can successfully solve these problems. Providing a clear explanation reduces 
the complexity of understanding permissions, and pay attention to what behavior of the application is 
contrary to user expectations. First, ask participants to read some basic information, screenshots, and 
instructions about the applications provided by the Google Store. Next, ask one group of participants 
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what they expect from using application permissions, and inform the other group of participants about 
their specific intent to use permissions (Hung et al., 2019). The experiment requires a comfort score 
for the app ’s permission-related behavior, ranging from (uncomfortable) to +2 (very comfortable).

3.2 Experimental System
In this experiment, Android 6.0 and Android 5.0 were compared with the system behavior monitoring 
process for mobile application authorized applications. The main functions supported by Android are 
C ++ libraries, such as Opensqlite database kernel support, Opengles library 3d graphics browser 
support, Webkit library 3d browser database kernel support (Hamidi & Mousavi, 2018). At the same 
time, there are multiple Android application runtime libraries at this functional level, which provide 
Java core libraries, so Android developers can directly use their own Java language library to edit 
and run Android applications. This also includes a running Dalvik virtual machine, but since it was 
later changed to a javart running virtual machine environment, each Android application has its own 
running process and Dalvik’s running virtual machine. The instance can be run in other Java virtual 
machines. Compared with the environment, Dalvik’s virtual machine execution environment is 
specially customized for Android device developers on tablets and mobile phones, and the execution 
memory and CPU performance are greatly optimized.

3.3 Feature Vector Preprocessing
This article uses a feature vector of length 24 to represent the application. Since the feature data type 
has both digital and non-numeric features, the original feature data needs to be preprocessed, and 
different types of features are processed differently.

3.3.1. Normalization
Normalization is a method of simplifying calculations, which is to convert dimensional expressions 
to non-dimensional expressions, and standardized data is optionally limited to a certain range. The 
characteristic data levels of the data types used in this article are completely different. For example, 
the characteristic value of “download” is usually tens of thousands or even millions, and “component 
count” is in the single-digit level. The normalization process can reduce the impact of certain 
dimensions on the results. On the other hand, it can speed up the execution speed of the program. 
There are many ways to normalize data, but this article uses a linear transformation function to 
normalize numerical data.

Figure 1. Flow chart of the sensitive use permission scheme in different mobile applications



Journal of Global Information Management
Volume 30 • Issue 3

7

3.3.2. Labeling
Non-numeric feature data has features such as application classification, permissions, and usage 
intentions. In this paper, the model must be trained after the non-numeric features of the training set 
are labeled. Before entering the model for privacy score prediction, all functions that require prediction 
score must be marked in advance. In this article, a hot code is used to mark non-numeric features. 
For each non-numeric function, assume a possible value of N. After a hot encoding, it is represented 
by a codeword of length N, where each bit is 0 or 1, and only one position in the codeword will have 
a value of 1, indicating the corresponding value.

3.4 Model Building
The purpose of this research is to establish a machine learning model for predicting the privacy score 
of Android applications. The model is based on the use of sensitive permissions in applications and 
related metadata. This is to create a regression function that can be applied to the evaluation graph. 
Establishing a prediction model is an iterative process. It is necessary to choose the model reasonably, 
conduct multiple comparative studies and select the best regression model as the prediction model 
based on the experimental data.

3.5 Experimental Operation

(1) 	 Conduct random surveys of massive data and collect data by issuing questionnaires.
(2) 	 Screening and analyzing data to ensure that the amount of effective data reaches the prescribed 

amount.
(3) 	 Through the classification of big data, the general data distribution of the questionnaire survey 

is obtained.
(4) 	 Analyze the proportion of sensitive permissions required by application software, and adopt the 

technical principle of feature model for data analysis.
(5) 	 Organize all the valid data and use the formula to calculate the proportion of the number of 

privacy permissions required by the application software.
(6) 	 According to the user’s satisfaction, the normalized processing principle is used to process the 

data, and the relationship between permission use and user satisfaction is obtained.
(7) 	 Finally, based on the two Android systems, the mobile application privacy rating analysis.

4. Discussion on the Correlation Between 
Privacy and Feature Vector

4.1 Correlation Analysis of Privacy Score

(1) 	 Multiple secret privileges can be used in an application, and there may be multiple intents for 
the same secret privilege. Therefore, the number of <application, permission, intention> triplets 
associated with each application is different. In other words, the prediction model must output 
an unspecified number of scoring vectors (AppScore) for each input application to determine a 
reasonable scoring strategy. The final privacy score (FinalScore) of the application is determined 
according to the predicted application score vector, and the application privacy score level 
(PrivacyRate) is determined according to the final score. The method used in this article is to sort 
all the predicted values first, and then check whether they are negative. In the model built with 
the <authorization, intention> feature group as the core, the front.The accuracy of the prediction 
results of the five basic models (BR, LS, LN, LL, RD) is relatively close, and the MSE values 
all fluctuate around 0.4. The MSE values are all around 0.2, and the predictive ability of the 
combined model is significantly better than that of the basic model. The existence of a negative 
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value indicates that the application has a user’s unwelcome permission usage, and the sum of all 
negative values is used as the final privacy score. In the absence of negative values, it is more 
reasonable for applications to use sensitive permissions, and all positive values will be averaged 
into the final privacy score (FinalScore). Calculate the Pearson coefficient and score of each 
function to analyze the correlation between each function and the privacy score of the application. 
The range of correlation and Pearson coefficient is [-1,1], and the greater the absolute value, 
the correlation The stronger. Positive values indicate a positive correlation between features and 
levels, and negative values indicate a negative correlation between features and levels. This shows 
that 74% of features are positively correlated with privacy scores, while only 26% of features 
are negatively correlated with privacy scores. The correlation analysis results of function and 
privacy score are shown in Figure 2:

(2)The feature vector prediction model can be used to uniquely represent the actual usage and scheme 
of the system’s specific permissions for the application. Before creating the feature vector 
prediction model, you need to create a feature vector set. This article describes how to extract 
multiple application feature data into a feature vector constructed by an application itself. Its 
feature data comes from two major parts, and some of the data containing features may come from 
“Metadata”, that is, users can directly obtain most of the feature data related to an application 
itself from an application’s software store, such as a Related data such as application downloads, 
number of evaluation users, star ranking, etc .; another part of the feature data may need to be 
extracted from the data source file of the application software installation package through 
static data analysis. In this paper, various characteristic data of an application are divided into 
three categories. According to experimental data, these three characteristics are distributed in 
proportions of 40%, 50%, and 10%. The distribution of the three feature ratios and data sources 
are shown in Table 2. The classification, name, and degree of user-affected features of most 
feature data are shown in Figure 3:

Figure 2. Correlation analysis of features and privacy score
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4.2 Correlation and Feature Vector Analysis

(1) 	 The evaluation results of each model show that the progressive gradient regression tree has the 
best prediction effect. In order to further improve the performance of the model, please analyze 
the impact of various features on the prediction results of the model, and delete some features 
that do not significantly contribute to the prediction results. This experiment strives to reduce the 
dimension of features while maintaining the accuracy of the prediction model. First, calculate 
the importance of each function in the model. As shown in Figure 4, PermissionName (license 
name) and purpose (license use) are the two most important functions of the model, DName 
(whether to provide a developer name) and DEmail (development). The function importance value 
(with or without personal mailbox) is 0. This shows that DName and DEmail have little effect 
on the prediction function of the model, and basically do not affect the prediction results of the 
application. Analyzing the data in the training set, these two functions are Boolean variables that 
indicate whether the application has a developer name and email address. Another feature related 
to developers is DWeb, which indicates whether the developer’s personal homepage is available. 
First of all, this function is more important than DName or DEmail. The statistical analysis of the 
training set data shows that the values of these three features have hardly changed. As shown in 
Table 2, the ratio of the three features is 1 and the ratio exceeds 94%. The Pearson coefficients 
of privacy scores are all less than 0.1, indicating that the correlation between these two features 
and privacy scores is weak. Therefore, these three features have been deleted from the feature 

Table 1. Three characteristic proportion distributions and data sources

Feature type Feature name Source

User affected characteristics 40% 40% 17%

Objective features 50% 65%       24%

Privacy-Related Features 10% 55% 13%

Figure 3. Three characteristic proportion distributions and data sources
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vector, and the remaining features are used to build a new model. So it can be seen that the MSE 
value is 0.209. Compared with the MSE value of the model before deleting these three features 
is 0.193, the inaccuracies of these three features in the prediction results are eliminated, and the 
impact is very small. Table 2 shows the distribution data of Boolean type features:

(2)Extend the application used as the predictor of the private information scoring application to the 
10340 Android application in the Android App Store, decompile each Android application in 
turn, and then delete the confidentiality actually required by each application. Detailed analysis 
of high privileges, usage, and other requirements is based on feature vectors constructed from 
the feature subset data of the application. After a simple data preprocessing operation, this 
experiment only inputs models that can predict the score of privacy information, so that the 
application can be determined the privacy score of the program. The distribution of the prediction 
results is that the four application levels have different sensitive permission levels, and the a-level 
applications account for 52% of the sensitive permission levels. Most applications rated as b and 
a have a large percentage. The application is an application that does not directly use sensitive 
permissions, so such applications do not directly use sensitive permissions. In other words, they 
do not have sensitive permissions to directly access other users’ personal information records or 
data. Therefore, the security level of this reputation level application is relatively high. Set the 
application score level to the highest sensitivity. Among them, applications with highly sensitive 

Table 2. Distribution of boolean type features

Feature Proportion/%(Value is 1) Proportion/%(Value is 0) Pilsen coefficient P-Value

DName 98 2 0.098 0.0334

DEmail 96 4 0.076 0.0956

DWeb 94 6 0.259 <0.0001

Figure 4. Distribution of boolean type features
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permissions of levels b and c are relatively close to 15% and 25%, respectively, and the proportion 
of applications with category d is 8% (Figure 5).

5. CONCLUSION

(1) 	 This article proposes a method for evaluating the privacy of mobile applications based on the 
intention and expectations of the use license, and implements an evaluation tool. This article uses 
static analysis techniques to obtain the sensitive permissions actually used in each application 
to analyze its intent, and then combines them with other dimensional function applications to 
construct feature vectors and implement machine learning methods. Used to build regression 
models. In the experimental study of this paper, through the statistical analysis of the training set 
data, it can be seen that the values of these three features have little change, and the proportion 
of the three feature values is 1 exceeds 94%.

(2) 	 This article implements an evaluation tool that uses data analysis techniques to obtain the sensitive 
permissions that each application actually uses, analyzes its intention to use it, and uses it in 
combination with other functional dimensions. Use machine learning techniques to construct 
vectors and build regression models. A prediction model of the privacy risk level of mobile 
applications based on the expected use of permissions is established. The model can predict the 
use of personal information that the user cares about and display it in stages, and this is intuitive 
and effective. To enable the analysis of mobile application license intentions, first obtain all 
sensitive permissions used by the application, and then use sensitive permissions and intent as 
the core function of the predictive model to analyze the intent of each sensitive permission.

(3) 	 The experimental results show that the larger the absolute value, the stronger the correlation. 
A positive value indicates a positive correlation between the function and the evaluation, and 
a negative value indicates a negative correlation between the function and the evaluation. 
Correlation analysis between features and privacy scores shows that 74% of features are positively 
correlated with privacy scores, while only 26% of features are negatively correlated with privacy 
scores. At the end of the experiment, the mobile application has various mobile applications 
with sensitive permissions and sensitive permissions are easy to develop. The privacy level of 

Figure 5. Proportion of four ratings of a, b, c and d
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mobile applications helps users of mobile software to clearly understand whether their mobile 
applications disclose any privacy-permitted information, which is very beneficial to network 
security and is a very applicable practical guide.
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