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ABSTRACT

Energy is one of the key inputs for a country’s economic growth and social development. Analysis 
and modeling of industrial energy are currently time-intensive processes because more and more 
energy is consumed for economic growth in a smart factory. This study aims to present and analyse 
the predictive models of the data-driven system to be used by appliances and find the most significant 
product item. With repeated cross-validation, three statistical models were trained and tested in a test 
set: 1) general linear regression model (GLM), 2) support vector machine (SVM), and 3) boosting 
tree (BT). The performance of prediction models were measured by R2 error, root mean squared error 
(RMSE), mean absolute error (MAE), and coefficient of variation (CV). The best model from the 
study is the support vector machine (SVM) that has been able to provide R2 of 0.86 for the training 
data set and 0.85 for the testing data set with a low coefficient of variation, and the most significant 
product of this smart factory is Skelp.
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INTRODUCTION

Energy is the most significant and vital requirement for all living things on earth to survive and grow. 
Energy has been seen as one of the key inputs for a country’s economic growth and social development. 
The rise of industrialization raises energy demand, which is a critical component of national strategy. 
Moreover, energy consumption rises in tandem with economic development and human progress. 
Nowadays, more and more energy is being used for economic growth and population growth. Facilities 
of industrial customers and the use of electricity to process various types of machinery, manufacture 
or assemble products, include such diverse industries as production, mining, and construction (Liye 
Xiao et al., 2016). Ultimately, more than one-third of electrical energy is used by those industrial 
sectors from total energy for a country. As a result, they begin to collect huge databases in order to 
gather valuable information. Authorities plan to use this data to improve the industry’s standards 



Journal of Organizational and End User Computing
Volume 34 • Issue 2

2

and long-term viability. As a result, industrial authorities optimize the utilization of diverse energy 
resources to minimize energy consumption expenses.

The industrial sector is one of the primary sectors that need energy stability. Since the 1990s, 
South Korea’s manufacturing industry has continued to expand rapidly and has become the main 
driving force of South Korean economies. Primary energy consumption rose at an annual rate of 
7.5% in the 1990s, which in the same period was higher than the annual economic growth rate of 
6.5%. This was due to the rapid growth of energy-intensive factories and petrochemical industries 
as well. The sharp increase in industrial electricity consumption helped increase energy conversion 
loss, further reducing the energy intensity (Kim et al., 2001). The increase in energy industry output 
after 2009 greatly buffered the nation against the global financial crisis, but it negatively affected 
the overall energy performance of the country. Several unpredictable factors influence the energy 
usage of industries, such as the nature of the market, the level of technology, energy costs, economic 
size, and national policy.

The achievements of the third scientific and technological revolution have simplified life. 
Industrial production is a significant sector for both the country and the nation, and it acts as a 
major financial indicator. In traditional sectors, it has boosted new technologies and systemic 
transformation. In traditional industries, the fruitful successes of the third scientific and technical 
revolution have encouraged people’s lives and promoted technological progress and institutional 
change. The production sector is a vital industry and a primary predictor of a nation or region’s 
economic level. Many advanced manufacturing countries already have advanced industries. Still, they 
continue to explore new opportunities and overhaul their manufacturing industries in order to ensure 
an unstoppable role in the face of modernization and technological growth. Germany is a common 
example, as the ‘Industry 4.0’ focuses on intelligent growth, emphasizing product quality, resource 
use, and energy use (Liye Xiao et al., 2016).

Many studies have shown that improving energy efficiency is very important for economic growth 
(David G.Ockwell., 2008, Chirs Bataille et al., 2017). The relationship between economic development, 
trade, and resources in Asia was examined by Nasreen and Anwar (Nasreen et al., 2014), and they 
found that economic growth and trade transparency had a positive effect on the use of energy. While 
several researchers have confirmed the one-way relationship between economics and energy (Lee, 
C.C., 2005, Tasni, S.Z., 2010), others have shown a two-way relationship (Cheng et al., 2004, Stern, 
D.I.A., 2000). Industrial factory owners are also beginning to realize that analysing and forecasting 
the energy data with the production data is very important for the benefit of their companies or plants. 
This issue is caused by unregulated energy use, such as overconsumption, weak systems, and waste 
energy. Energy is regarded as one of the most important and precious resources due to the continual 
growth in demand. It is imperative to engage with the management board of industrial companies as 
a supporting technical hand to enhance their energy usage. (A.B.M. Salman Rahman et al., 2019).

A Smart Factory is an IoT idea that envisions a production process as a completely automated 
and intelligent network of technologies that allows facilities, equipment, and logistical chains to be 
operated without the need for human interaction. Furthermore, a smart factory is a location where 
all of these things occur due to data interchange between all elements in the production technology 
chain, not only between production tools and machines (Peng Lin et al., 2018). The above drives 
turn machine learning, allowing operations to run more effectively and save money than they might 
if humans only supervised manufacturing processes. Data collection and analysis are fundamental in 
the smart factory concept because it unlocks the potential buried in equipment, resources, and people. 
Data may reach the appropriate location in the production chain at the right moment in the smart 
factory without the intervention of a human supervisor. This is for a more rapid interaction paradigm 
in which machines and tools communicate information to achieve better efficiency (Tongtong Geng 
et al., 2020). Data from various production settings must be collected, combined, and analysed to 
yield valuable insights to achieve better efficiency. The components of a smart factory are depicted 
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in Figure 1. The Internet of Things (IoT) is the driving force behind smart factories, which connect 
smart devices and sensors with the factory to make industrial operations data-driven and data-enabled.

The progress of industrialization raises energy demand, which is a critical component of national 
strategy. Additionally, energy consumption rises in tandem with economic development and human 
advancement. This paper aims to present and analyse the predictive models of a data-driven system 
used by appliances to find out the best prediction model and determine the most important product 
item using principal component analysis of the Daewoo steel factory in South Korea to improve an 
industrial factory’s energy utilization rate.

The remaining part of the paper is laid out as follows. The second section is devoted to related 
works. The methodology for providing services is described in Section 3. Section 4 describes the 
recorded energy and production statistics. The exploratory analysis is described in Section 5. Model 
selection is covered in Section 6. Evaluation indices are presented in Section 7. Results and discussion 
is covered in Section 8, and the paper is concluded up in Section 9.

Related works
The expression “Internet of Things” is defined by a variety of professional and scientific research 
sources. Kevin Ashton, co-owner and CEO of Auto-ID Center, coined the term “internet of things” 
in 1999. Various professional standards agencies, organizations, and associations in IK technologies 
and numerous scholars have defined the idea of IoT as it has evolved and expanded in use (Ivan 
Cvitić et al.,2021).

Many researchers have long looked at the subject of predicting energy usage using data-mining 
techniques. Several statistical and Artificial Intelligence (AI) approaches have been developed to 
estimate energy usage trends. Machine learning algorithms are beneficial and convenient for a normal 
operator to utilize after constructing the model; they are increasingly common in various applications 
(Sathishkumar V E et al., 2020).

Since it is commonly acknowledged that big data opens up new business prospects, many 
companies are working to build and improve their big data analytics capabilities in order to uncover and 
better comprehend the valuable information hidden in their own data sources. The notion of continual 
development is reflected in these enormous databases gathered from big industrial locations. The 
problem is that as big data volumes grow, data becomes more sophisticated and diverse, necessitating 
advanced algorithms. This enables for changes to be analyzed, perhaps exposing previously hidden and 
undiscovered viewpoints that might help enhance industrial operations (Esa Hämäläinen et al.,2019).

Researchers have recently explored that the use of machine learning techniques for predicting 
energy consumption. Several analytical and artificial intelligence approaches have been developed 
to model the trends in energy consumption. Machine learning algorithms are very convenient and 
easy to use after the model is established by an ordinary operator and are more popular in many 
applications (O. Simeone., 2018). Reducing the use of electricity in the steel industry is a global 
issue where actions are taken vigorously by the government. If modeling and forecasting demand is 
practical, then a steel plant can do better control on uses of energy (Chen et al., 2019). Conservation 
of energy is a vital challenge since the three major economic industries, manufacturing, transport, 
and development, have heavy energy consumption. The heating load calculation is the first step of 
the construction process for the HVAC system (Chou et al., 2014).

Electrical equipment and machinery dominated the overall structure and strength effect and the 
sub-sectors of the raw chemical materials and components. The sectors of gas and petroleum refining 
and coking production and supply contributed the least (Zha et al., 2009). Technological innovation 
has provided large opportunities for researchers in diverse fields to use artificial intelligence. Various 
attempts have been made in the manufacturing and development fields to use machine learning 
methods (Paturi et al., 2020).

Production is critical to the global economy’s success. However, natural resources have been 
quickly exhausted in recent years, resulting in a slew of environmental and societal issues, primarily 
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due to the expansion of the industry. According to reliable data, the industry sector utilizes more 
energy than other sectors, accounting for roughly 37% of total supplied energy globally. Manufacturing 
consumes a significant amount of energy in the industrial sector (Fei Tao et al., 2016).

Building Information Modeling is mostly pushed and employed in the cost management of civil 
and public buildings, but it is rarely employed in the power construction business. Many professions are 
involved in the electric power construction project and many types of buildings and structures. These 
characteristics, when combined with Chinese particular quantity computation regulations, resulted in 
certain roadblocks. When combined with Chinese particular quantity computation standards, these 
variables resulted in certain challenges when it came to BIM implementation (Rui Lui et al., 2016). 
Xiaofei has published a paper entitled a modern identification system based on enhanced Spatio-
temporal functionality and AdaBoost-SVM classifiers (Xiaofei et al., 2015).

From automated production to “smart manufacturing,” the manufacturing industry is undergoing a 
fundamental change. During this progression, the Internet of Things (IoT) plays a critical role in linking 
manufacturing’s physical environment to the cyberspace of computing platforms and decision-making 
algorithms, resulting in the formation of a Cyber-Physical System (CPS) (Hong-Ning Dai et al.,)

Figure 1. Components of the smart factory.
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Methodology
This study uses three different models to find out the best prediction model for industrial factories. 
Three methods are 1) General Linnear Regression model, 2) Support Vector Regression Model, and 
3) Boosting Tree. In this part, we describe these three regression models in detail step by step.

General Linear Regression
In order to evaluate the association among a scalar dependent variable y as well as one or several 
independent variables X, linear regression is known as a method of modeling. Simple linear regression 
is understood to be the case with single explanatory parameters. Multiple linear regression is considered 
the technique with two or more explanatory variables (A.B.M. Salman Rahman et al., 2018). Data 
in linear regression is built using linear predictor functions, and unspecified model parameters are 
determined from the data. Linear regression models are called prototypes (Achilles D. Boursianis 
et al., 2020).

Linear regression is associated with the nursing method for evaluating the association between 
the scalar dependent quantity parameters y and one or several independent quantity parameters X. 
The general linear regression model (GLM) in statistics is essentially a versatile generalization, like 
its basic simple linear regression model (GLM) (Jui-Sheng et al., 2014) that also implies a uniform 
distribution of the data points.

Assume model,
G M y x

j( )( ) = × + >
�

� O y Kβ
0

~  

Here,
G(M) = Identified relation function,
β0 = Regression coefficient,
xj = Predictor Variable
y = Predicted output,
O = Variable offset
K = Model of y distribution.
The GLM employs the newton-raphson method to achieve a continual approximation such that 

(x O× +β ) approaches g(E(y)). The posterior final equation is developed mostly as the relational 
representation of a(X-Y). Although additional GLM parameters improve model variance, GLM has 
a wider implementation scope and a more functional interaction model than Linear Regression.

Support Vector Regression
The area unit supports vector machines (SVMs) in data science and supervises learning models with 
related learning algorithms analyzing information. Support Vector Machine has also been used as 
the regression technique, holding with most options characterizing the formula (maximum margin) 
(Bernhard Schölkopf et al., 1995).

Support Vector Regression (SVR) uses a similar concept for classification due to SVM with only 
a few minor variations. First, since the performance is an actual number, estimating the knowledge at 
hand becomes very difficult, which has endless possibilities. There is a margin of tolerance (epsilon) 
for the regression scenario, which approximates the SVM, which may have been previously asked 
from the matter. An additional complex interpretation is also available, but the formula is more 
difficult to understand (Bing Dong et al., 2005). Normally, the primary strategy is still the same: 
to minimize error and individualize the hyperplane that maximizes the margin, considering that a 
portion of the error is tolerated.

Equation of SVR;
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Throughout this situation, the cost of K(x_i,x) in the function space ϕ(xi) and ϕ(xj) is similar to 
the outer combination of the two vectors xi and xj, K(xi,xj) = ϕ(xi)·ϕ(xj). Indeed, all the necessary 
simulations can be done directly in the function space and do not need the ϕ (x) map to be measured 
using kernels. K(xi,xj) = xi·xj the linear kernel, K(xi,xj) = (xi·xj + 1)d the polynomial kernel and 
the radial base function(RBF) kernel tend to be several common kernel functions,

Equation is,

k x x x
i i i j
, exp ,γ γ γ( ) = − −( ) >2 0  

Where the kernel parameters are respectively d and γ (Gareth James et al., 2013), there are 
numerical benefits to the radial centered function, and it was used in that analysis. The radial based 
approach has numerical advantages and has been used in the analysis

Boosting Tree
Boosting Tree is a machine learning algorithm for classification and regression challenges and produces 
a simulation function in the form of such an ensemble of strong estimation methods. Boosting Trees 
(BT) is an exponential regression model that consists of an aggregate of decision trees. A standard 
decision tree has the issue of over-fitting, but the BT algorithm can overcome this by combining 
hundreds of poor decision trees consisting of several leaf nodes (Jerome H. Friedman., 2002).

The Boosting Trees (BT) is also known as blackboost. To optimize conditional loss functions 
where regression trees are used as simple learners called the Gradient boost. This approach follows 
the traditional gradient boosting of foundation learners using regression trees. The primary distinction 
between GBM and BT is that the family claim to blackboost will assign arbitrary loss functions to be 
optimized, whereas GBM utilizes a hard-coded loos feature. In comparison, the foundation learners 
(conditional inference trees) are a bit more stable. The regression design seems to be a projection 
engine for a data recorder and is thus barely interpretable. In this table 1, all of the variables are 
included along with their explanations.

Assume the model,

F X F X v Y l x R
m m i

m

m jm� �( ) = ( )+ ∈( )= =∑)
1 1

RECORDED ENERGy AND PRODUCTION DATA DESCRIPTION

This section describes the energy and smart factory production data used in this study. This research 
analyzes hourly energy use data to develop prediction models utilizing machine learning methods 
like GLM, SVM RBF, and BT. There are two types of data set available in this study gained from 
DAEWOO Steel Co. Ltd in Gwangyang, South Korea. Between these two data sets, one data set is 
for the energy consumption of the steel factory and the other data set for the productions of the steel 
factory. On the Korea Electric Power Corporation’s website (pccs.kepco. - go.kr), data on industry 
energy usage is recorded, and daily, monthly, and yearly data views are calculated and shown. This 
study focuses on the industry’s energy (kWh) statistics for every one hour. A one-hour reporting 
interval has been chosen to capture the fast fluctuations in energy use. This factory manufactured 
different types of steel, rods, and plates, and the manufacturing products names are “Sheet,” “Skelp,” 
and “Cyongkg.” For the year 2017, the data collection period is 365 days (or 12 months). R has used 
to do all of the data analysis.
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Figure 2 depicts the suggested design’s overall flow. In smart factory flow charts, energy 
consumption for manufacturing products and other uses of energy is measured by IoT-based smart 
meters. Moreover, data related to energy use is coming to the structural and data modeling stage. The 
structured and data modeling stages are pre-processed data for data modeling, and from this stage, 
energy data is saved and stored in the cloud system. Production data is also collected and stored on 
the same cloud-based system. Big data analytics algorithms are employed to estimate demand, which 
is used for successful energy policy and product management.

Table 1. Notation table

System of Symbols Description

g(•) Link function

x Predictor

y Response variable

o Offset variable

β Regression coefficient

i and j Dependent field categories

yi Actual measurement (energy consumption),

Ŷ
j Predicted value from the regression algorithms

n The number of measurements.

y Average energy consumption

Figure 2. The suggested system’s overall flow chart
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Figure 3 represents the total usages of energy for the Daewoo steel factory, South Korea, in 
the year2017, and the energy consumption pattern has a lot of variation. Figure 3 shows the energy 
consumption profile for the period and shows high variability. Since the steel industry is in open space 
and has no heaters or cooling systems, the temperature factors do not affect energy consumption. 
Figures 4 and 5 display the details of the energy usage of the steel factory in 2017 through a histogram 
and box plot. The histogram plot displays the degree of energy use at the time, and the boxplot 
indicates the median location with the black line. The outliers are identified only with circles well 

Figure 3. Energy consumption measurement in 2017

Figure 4. Histogram of allocation of the energy consumption of appliances. The figure indicates the frequency (bar width) of 
energy consumption in the interval.
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above upper feathers. Since the steel industry is in open space and does not have heaters or cooling 
systems, energy consumption is not influenced by temperature or other environmental factors.

EXPLORATORy ANALySIS

In this study, the data sets have a total of 18222 entries with 12 variables. The final dataset deveined 
into two-part training validation, and another one is testing validation by using CCARET’s data 
partition. In training the models, 75 present data were used, and the rest of the data was used for 
testing purposes.

Figure 6 shows the relationship among variables with total energy usage in the training data sets 
using the pairs plot function. The psych package was used to create the figure. This diagram shows 
how the directional histogram plots the bivariate scatter plots around the directional and the spearman 

Figure 5. Appliances energy consumption distribution of the box plot. The diagram indicates where the median is located with 
the black line.

Figure 6. Pairs plot. Relationship between the consumption of industrial energy with Sheet, Skelp, Cyong, and packaging.
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connection above. This is the estimate of two variables’ monotonic relations. The correlation value of 
1 is the positive overall correlation, and -1 is the overall negative correlation, and 0 does not reflect 
a correlation between variables. For each pair, the linear regression redline is seen.

Figure 6 shows the positive correlation between energy and skelp kg is (.61). This that the 
manufacturing skelp of Daewoo steel factory used more energy than other manufacturing products in 
2017. The relation between sheet and usages of energy is (.51), and the relation between manufacturing 
product cyong and usages of energy (.37). These correlation values show the relation among all 
manufacturing products with total energy usage in the Daewoo steel factory.

Based on the energy consumption dataset in 2017, we evaluate the hourly uses of energy for every 
month to find out per-hour uses of energy to calculate the time-period of highest and lowest energy 
consumption. For every month of the year 2017, Figure 7 displays the hourly cumulative consumption 
of electricity for the number of working days. The x-axis shows the time in hours in the table, and 
the y-axis shows the overall energy usages in kWh. From figure 7, we can see that every month from 
8 AM to 10 PM, energy consumption is so high, and we can also see that after 11 PM to till 8 AM 
the next day, the energy consumption is low. Based on the figure, we can easily say that the Daewoo 
steel factory working hours are from 8 AM to 10 PM, but sometimes they work until 11 AM.

It is beneficial now to identify which characteristics are the most significant and those that do 
not boost the estimation of the electrical energy consumption of the appliances. For this job, all the 
necessary variables were selected from the Boruta kit. Many researchers have used this kit to filter 
variables. Figure 8 gives a lot of information on the relevance of characteristics for prediction, but 
it doesn’t provide any information on the efficacy of the components used for the RMSE values. 
Recursive Feature Elimination (RFE) is used to find the ideal variable count needed to keep the 
increase to a minimum (Fan et al., 2014). In the regression process, the RMSE is used to assess the 

Figure 7. Hourly usages of energy measurement for every month of the year 2017.
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effectiveness of a method. The RFE method from the CARET package was used in this study (Kuhn, 
2015). The RFE approach in CARET requires creating dummy variables from factor/category variables 
constructed using the R program. In the data sets, two random variables were used for evaluating the 
Boruta algorithm. In addition, this function or variable collection assists in model interpretability 
and decreases model complexity. For example, figure 8 shows the variable importance of the Daewoo 
steel factory using Boruta’s algorithm. From the figure, we can easily find out that Skelp is the most 
important variable for the Daewoo steel factory of South Korea.

EVALUATION INDICES

All prediction models are equipped to select the finest tuning parameters with a 10-fold cross-validation 
scheme. Multiple measurement factors were utilized to compare the regression model’s performance. 
The performance measurement indices used here are the R square value, Root Mean Square Error 
(RMSE), Mean Absolute Error (MAE), and Coefficient of Variance (CV).

To calculate the performance of prediction models evaluating criteria are utilized. The Root 
Mean Squared Error (RMSE) is used to discover the square error relative to real values and compute 
the prediction’s square error compared to actual values and the square root of the summation factor. 
RMSE is a level-dependent variable that consists of values of the same measuring units.

R-squared is a mathematical measurement of just how near the fitted regression line is to the 
results. It is also known as the coefficient of determination or the coefficient of multiple determination 
for multiple regression. R2 is the determination coefficient that varies from 0 to 1, and the higher 

Figure 8. Component importance and preference from Boruta’s algorithm.
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value represents the goodness-of-fitness. So, if the R2 value is close to one means it gives good 
prediction results.

The equations,

RMSE
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The Mean Absolute Error (MAE) evaluates the prediction acuteness. It is a scale-dependent 
metric, which effectively reflects the prediction error by preventing the offset between positive and 
negative errors.

We can calculate MAE using the following equation,

MAE
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Here, the real value of the calculation is Y
i
, the expected value is ˆ

,
Y
j

 And the number of success 
measurements is z.

The coefficient of variation
The coefficient of variance (CV) is used for measuring the calculation of relative uncertainty. 

CV is used for evaluating the ratio of the standard deviation to the mean. The CV is extremely useful 
when comparing findings from two different surveys or studies with different measurements or values 
(Candanedo et al., 2017). An example is when we compare the findings from two tests that have 
different scoring mechanisms. If sample A has an 11 percent CV and sample B has a 23 percent CV, 
then assume that sample B has more variance than its mean.

The equations of the coefficient of variation,

CV

Y Y

z
y

j

z

j j

=

−( )
=∑ 1

2

100

ˆ

*

Where,
Y
j
= Actual measurement value, 

Ŷ
j
 = Predicted value 

z = Number of performance measures
y = 

�
X  is mean value

And are multiplied by the coefficient with 100 to get a percentage.

RESULT AND DISCUSSION

To figure out the optimum controller parameters in each regression algorithms defining and minimizing 
the error values is necessary. The caret kit offers a grid search feature to find the right parameter values 
for a model (A.B.M. Salman Rahman et al., 2020). In our study, we used three statistical models to 
find the best prediction model among these three. The three statistical models are the general GLM, 
SVM Radial, and BT, and we find the performance of all prediction models by measuring R2, RMSE, 
MAE, and CV% value.
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In addition to the predictors, the SVM- radial model involves two tuning parameters, namely 
sigma and cost. The optimal values of sigma for this study (1) and cost (60) variables were obtained 
with grid search results shown in figure 9. After the cost value of 60, the R2 value remains constant.

For the Boosting Tree model, the optimum tuning parameters include the highest possible tree 
depth of 3 and most top trees 42, and the grid results are shown in Figure 10. It can be shown that 
the R square value stays unchanged after tree value 41. Table 1 displays the model’s performance 
outcomes for both data sets in training and testing. Table 2 can easily find the best prediction among 
the statistical model based on R2, RMSE, MAE, and CV% value.

Figure 9. Results for appeasement values of sigma and cost for the SVM-radial model using the grid search function

Figure 10. Results for appeasement values of sigma and cost for boosting Tree using the grid search function.
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Every method includes thirty outcomes of ten-fold cross-validation (CV) sets and three repeats 
after training of each regression model. CARET and the confidence intervals are used to plot R2 and 
RMSE values for each model together. The model with close to 1 of R2 and the lowest RMSE value 
is considered as the best one among these three models for prediction. As we can see from table 
1, SVM Radial has the best R square and RMSE value among these three predictive models. So, 
SVM Radial is the best predictive model consider with GLM and BT. Figure 11 shows the variable 
importance for the GLM, SVM Radial, and BT models. Figure 11 can easily justify that Skelp is the 
most important parameter or product for using energy in the Daewoo steel factory.

Table 2. Models Performance for taring and testing data sets

   Models.   Training.   Testing.

  R 
square

RMSE MAE CV (%)   R 
square

  RMSE MAE CV (%)

   GLM   0.79   7.40   5.01   17.25   0.76   7.00   5.32   18.62

SVM RBF   0.86   6.61   4.59   14.36   0.85   6.13   4.30   15.48

   BT   0.84   6.17   4.82   15.51   0.84   6.57   4.67   16.32

Figure 11. Variable Importance for GLM, SVM, and BT
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All tests and analyses give us the acuteness between energy consumption and different 
manufacturing products in the Daewoo steel factory. As shown in Figure 2, the Daewoo steel industry’s 
energy consumption structure is extremely complex, with almost continuous cycles of demand 
followed by high spikes. In figure 6, there are strong associations between energy and skelp usages 
(0.61). Figure 7 shows hourly usages of energy measurement for every month of the year 2017. The 
Boruta algorithm observed that the dataset has two random variables and then suggested how nearly 
all the primary factors are relevant in the prediction problem in Figure 8. From table 2, we find SVM 
Radial is the best fit model based on R square error .86 for training and 0.85 for testing data sets for 
steel factory energy prediction among three models. Regarding the variable importance functions in 
figure 11, we find out Skelp is the most important factor for energy consumption

Conclusion
It is critical for a smart factory to have a full grasp of industrial energy usage trends. There are two 
levels to the optimization process. The case of both the prediction models in exploratory analysis 
and the data analysis revealed a thought-provoking result. The pairwise plots revealed various types 
of relationships between variables hidden in the initial statistical models. The GLM, SVM Radial, 
and BT models boost R square value, RMSE, and MAE predictions to compare with the models. 
From the three models, SVM Radial based model give the best result for predictions. Skelp was 
considered the most important product in the Daewoo steel factory for all regression models and 
the most important factor in predicting energy consumption. Future work could include analysing 
the energy consumption for every piece of equipment of the Daewoo steel factory to determine the 
product-wise energy consumption.
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