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ABSTRACT

In summary, firstly, a method for establishing a portfolio model is proposed based on the risk 
management theory of the financial market. Then, a prediction model for CVaR is established based 
on the convolutional neural network, and the improved particle swarm algorithm is employed to 
solve the model. The actual data analysis is implemented to prove the feasibility of CVaR prediction 
model based on deep learning and particle swarm optimization algorithm in financial market risk 
management. The test results show that the investment portfolio CVaR prediction model based on the 
convolutional neural network can obtain the optimal solution in the 18th generation at the fastest after 
using the improved particle swarm algorithm, which is more effective than the traditional algorithm. 
The CVaR prediction model of the investment portfolio based on the convolutional neural network 
facilitates the risk management of the financial market.

KeywoRdS
Big Data, Convolutional Neural Network, CVaR Model, Deep Learning, Digital Finance

INTRodUCTIoN

In recent years, with the continuous advancement of global financial integration, the Internet financial 
market has gained huge development space; however, the Internet financial market itself is unstable, 
and the advancement of globalization has caused increasingly frequent fluctuations (Song et al., 
2020). Both companies and financial institutions, as well as ordinary investors, are threatened by 
financial risks in the financial market (Zhang, 2020). The financial risks will have a great impact on 
the development and operation of both companies and financial institutions, and affect the survival of 
individuals. Besides, the increasing financial risks and the ultimate explosion will also bring an impact 
on the national and even the global financial market, thereby seriously endangering the stability and 
health of economic growth (Tang et al., 2019). what’s more, the diverse investment portfolios in the 
financial market can diversify the financial risk management, leading to the decline in financial risks.
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Internationally, there are many researches on the risk management of Internet financial market. 
Some scholars described VaR, a new indicator to describe the risk of financial market, and applied 
it to the risk management of China’s financial market. The feasibility of VaR was verified according 
to the actual situation (Almahdi & Yang, 2019). Also, some scholars compared VaR and CVaR, 
deeming that CVaR can more fully reveal financial risks; applied CVaR to optimize the investment 
portfolio (Gao & Su, 2020). As a financial risk management tool, the CVaR-based portfolio model has 
difficulty in solving when its dimension is relatively high (Zhou et al., 2019). Therefore, some scholars 
applied artificial intelligence (AI) algorithms such as genetic algorithm to solve this model, and this 
global random search algorithm shows great advantages in dealing with such problems (Fischer & 
Krauss, 2018). Some scholars applied Particle Swarm Optimization (PSO) to solve the model based 
on deep learning, so as to establish a more optimized investment portfolio. In order to obtain higher 
solving efficiency, some scholars enhanced the intelligent algorithm based on deep learning (Bai et 
al., 2021). Although these researches put forward the portfolio model to deal with the financial risks, 
the problem of solving the model still needs to be addressed accordingly.

To sum up, firstly, a method for establishing a portfolio model was proposed based on the risk 
management theory of the financial market in this paper. Then, a prediction model for CVaR was 
established based on the CNN, and the improved particle swarm algorithm was employed to solve 
the model. The actual data analysis was implemented to prove the feasibility of CVaR prediction 
model based on deep learning and PSO algorithm in the financial risk management. Moreover, the 
proposed algorithm was compared with the traditional particle swarm algorithm. Therefore, this 
research provides an important reference for the adoption of deep learning methods in the financial 
risk management.

MeThodS

Risk Management Theory of Financial Market
The fundamental and core part of financial risk management is the measurement of financial risks 
(Chiang et al., 2020; Han et al., 2021). The continuous development of the financial market makes the 
transaction of financial assets have a larger scale and become more complex (Gong et al., 2019; Niu 
et al., 2021). Under such circumstances, investors will construct the corresponding portfolio models 
to balance the asset returns and financial risks. As a result, the selection of risk control indexes in 
portfolio model has also become a hot topic, and the purpose of choosing risk control indexes is to 
measure financial risks.

In the current financial risk management, the variance and standard deviation is widely used 
to measure financial risks (Ghimire et al., 2019). This measurement method is a kind of symmetric 
measurement in differential application, so the return rate of assets shows a normal distribution 
(Latchoumi et al., 2019; Wang et al., 2020). The calculation method of variance is shown in Eq. (1), 
and the calculation method of standard deviation is shown in Eq. (2).
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where, R is return rate of assets, and r is expected rate of return. Minimizing variance will reduce 
the downward offset of asset returns; yet for the upward offset of asset returns, it will also eliminate 
part of it. Therefore, the variance and standard deviation method is likely to reduce the return on 
financial assets, and it mainly deals with the risks brought by high probability events in the financial 
market, and can’t effectively measure the risks for some low probability events (Korovkinas et al., 
2020; Xiang et al., 2021; Yi, 2021). However, low probability events in the financial market tend to 
have a huge impact on the return of financial assets and have a severe impact on financial institutions 
and investors (Faia et al., 2018). In order to measure the financial risk of complex asset portfolio 
comprehensively, the VaR method was introduced. VaR essentially refers to the maximum possible 
loss of a financial portfolio in a certain period of time in the future when the market is in normal 
fluctuation, after given a certain confidence level (Ma et al., 2017), as shown in Eq. (3).

Pr ∆ >( ) = −p VaR a1  (3)

where, Pr represents possibility; confidence level is represented by a; and the loss of a portfolio 
at a given time is represented by Δp. It is necessary to know the confidence and holding period of the 
asset portfolio to calculate VaR, and there is a positive correlation between VaR and holding period 
of the asset. The higher the confidence, the more likely the portfolio is to lose less than the value of 
VaR in a given period of time.

VaR model can predict the risk of financial market in extreme cases, which facilitates the 
financial risk management. However, it can’t meet the requirements of the consistency axiom of risk 
measurement, and it is difficult to achieve results in measurement calculation of the dynamic form 
(Ghasemiyeh et al., 2017). To solve these problems, CVaR based on VaR is proposed. CVaR can 
satisfy the condition of consistency axiom and has subadditivity and convexity, and the definition 
is shown in Eq. (4).

CVaR E X X VaR= ≥( )/  (4)

where, CVaR is the confidence level, the loss of financial asset portfolio exceeds the average 
value of VaR (Shi et al., 2017). CVaR and VaR can reflect the potential losses of asset portfolio in 
the financial market. CVaR also takes the tail of losses into consideration and is more excellent as a 
risk measurement index.

CVaR-Based Portfolio Model
In order to achieve the corresponding investment objectives, investors can constantly adjust the asset 
portfolio according to the fluctuations of the financial market when managing the portfolio (Al-Sulttani 
et al., 2017). There are transaction costs associated with the adjustment of portfolio. Transaction 
costs refer to the sum of fees paid by investors in transactions (Das & Padhy, 2018). The calculation 
of transaction costs in practice will use quite complex equations, so it is difficult to implement the 
calculation of transaction costs in the financial risk management of the portfolio. Traditional portfolio 
models generally ignore the impact of transaction costs, but the transaction costs affect the return 
rate of the investment portfolio to a large extent (He et al., 2018). Therefore, the establishment of the 
CVaR-based portfolio model in this study will consider the impact of transaction costs.

In the case of multiple variables, the expression of CVaR is shown in Eq. (5).

CVaR E x x VaR= ( ) ( ) ≥( )f / f  (5)
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where, f(x) is a loss function. CVaR refers to the expected value, so there must be two situations: 
continuous and discrete (Amirhosseini & Hosseini, 2018). The function of continuous CVaR expected 
loss is shown in Eq. (6).

ψ α
α

x P y dy
f x

,( ) = ( )
( )≤∫  (6)

The calculation of VaR and CVaR is shown in Eqs. (7) and (8).
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Assuming that there are m situations in the market in the future and the probability of occurrence 
is 1/m, the calculation of discrete CVaR is shown in Eq. (9).
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m
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It is difficult to calculate continuous and discrete CVaR directly, and VaR is needed to calculate 
CVaR, which also forms a difficulty, for which the auxiliary functions are introduced to calculate, 
as shown in Eq. (10).
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where, both x and α are variables. Eq. (10) is taken as the objective function to obtain the optimal 
solution, and the result is the global optimal solution, as shown in Eq. (11).

CVaR F x
y R

= ( )
∈
min ,α  (11)

The purpose of investors’ investment in the financial market is obtaining the maximum return 
on assets and realize the risk control of the portfolio at the same time of obtaining the return (Maiyar 
et al., 2019). The return rate of asset portfolio is expressed by Eq. (12).
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Since transaction cost has great influence on the income of asset portfolio, the transaction cost 
is studied. The traditional transaction cost function and the transaction cost function proposed in this 
study are shown in Fig. 1.

As shown in Figure 1, the traditional transaction cost function takes that the transaction cost 
function of segment AB will show a linear change. This study deems that the transaction volume 
of asset portfolio is relatively large, so the transaction cost is also relatively high. Therefore, when 
looking for the optimal investment portfolio, its transaction cost and transaction volume can appear 
nonlinear increase only, and the transaction cost function C is shown in Eq. (13).
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where, g is the coefficient of the primary term and the coefficient of the quadratic term is 
represented by h; and the coefficient of the cubic term is expressed in terms of k.

To sum up, the CVaR-based portfolio model in this study is shown in Eq. (14).
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CVaR Prediction Model Based on deep Learning
The continuous development of deep learning and the in-depth discussion of related theories have 
enabled the adoption of intelligent algorithms to solve some complex optimization problems (Guo et 

Figure 1. The performance of the traditional transaction cost function and the transaction cost function analyzed in this article
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al., 2018). As a branch of machine learning, deep learning usually applies the structure of artificial 
neural network and corresponding intelligent algorithms to learn and characterize some difficult data.

CNN, as a special network model that combines deep learning and artificial neural network, is 
designed by people based on visual models. Its particularity is that the method of extracting relevant 
features of CNNs is different from other neural networks. The neurons are not fully connected and 
the weights between neurons are shared. CNNs can better reflect the mapping existing between input 
and output. After massive sample data are selected for training, the CNN will have the corresponding 
mapping ability. Therefore, there is no need to express a specific relationship between input and output.

The training of the CNN consists of two parts. First, the data signal propagates from a lower 
level to a higher level, which is the forward propagation part. The input signal x will go through the 
convolutional layer, the pooling layer, and the fully connected layer to finally get the output signal y. 
During forward propagation, the convolution kernel will perform operations on the extracted feature 
map of the previous convolutional layer, and the result obtained will generate the feature map of this 
layer through the action of the activation function. Assuming that there are q convolution kernels, there 
are also q corresponding feature maps, and the calculation method of the corresponding convolution 
layer is shown in Eq. (15).
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where, the output of the i-th row and j-th column of the q-th feature map of the p-th convolutional 
layer is represented by a. The depth of the convolution kernel is represented by qd, the height is 
represented by qh, and the width is represented by qw. The corresponding weight parameters are 
represented by ω. The offset term is represented by m. The activation function is represented by f.

The number of feature maps in the forward propagation process of the pooling layer won’t change, 
but the size of the feature maps will change. The calculation method of the corresponding pooling 
layer is shown in Eq. (16).
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where, the output of the i-th row and j-th column of the q-th feature map of the p-th pooling 
layer is represented by b. The height of the pooling window is represented by sh, and the width is 
represented by sw.

The output of the fully connected layer is processed by the activation function after the input 
weighted summation, and the corresponding calculation method is shown in Eq. (17).
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where, the output of the j-th neuron of the i-th fully connected layer is represented by c(i,j). The 
number of input feature maps is represented by s, the height of input feature maps is represented by 
sh, and the height of output feature maps is represented by sw.

The back propagation of the CNN must first calculate the cost function. The form of the cost 
function is shown in Eq. (18).
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where, the number of samples in the training set is represented by g. The number of classification 
categories is represented by k. The classification value of sample h is represented by Yh

q. If the label 
of sample h happens to be k, Yh

q is 1, otherwise Yh
q is 0. The output value of the model relative to the 

k-th category of the sample h is represented by Y*h
q.

To calculate the relative parameter gradient of the cost function, it is necessary to know the 
sensitivity of the q-th layer of the neural network, as shown in Eq. (19).

p
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∂
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where, λp represents the gradient of the cost function relative to the net activation, and the net 
activation is expressed by up.

The back propagation process will first pass through the fully connected layer, so the sensitivity 
of the fully connected layer will be calculated first. The calculation method is shown in Eq. (20).
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The in the equation represents the multiplication of the corresponding elements. The sensitivity 
of the output layer is shown in Eq. (21).
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The partial derivative of the cost function with respect to the weight and bias term is shown in 
Eq. (22) and Eq. (23).
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When the gradient of the pooling layer is calculated, it is also necessary to calculate the sensitivity 
of the pooling layer p, which also requires the sensitivity of the convolutional layer p+1. Since the 
convolution calculation is performed from the pooling layer p to the convolutional layer p+1, it is 
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necessary to find the connection between the sensitivity of the current layer and the sensitivity of the 
next convolutional layer, that is, the relationship between the net activation of the convolutional layer 
p+1 and the net activation of the pooling layer p needs to be obtained, which is shown in Eq. (24).
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where, the weight of the convolution kernel is represented by w, and its bias term is represented 
by m.

According to the relationship between the sensitivity of the convolutional layer and the sensitivity 
of the pooling layer, the sensitivity of the pooling layer is derived as shown in Eq. (25), where r180 
indicates that the convolution kernel is rotated by 180 degrees.
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According to the sensitivity of the pooling layer, the calculation method of the bias term of the 
cost function relative to the pooling layer and the parameter gradient of the weight is shown in Eqs. 
(26) and (27).
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When the sensitivity of the pooling layer is calculated to deduce the sensitivity of the convolutional 
layer, since the pooling layer will compress the corresponding data, the sensitivity map of the pooling 
layer will be smaller than the sensitivity map of the convolutional layer. The sensitivity map of the 
pooling layer is up-sampled to make it have the same size as the sensitivity map of the convolutional 
layer. Then, the sensitivity obtained from the up-sampling is multiplied term by term with the partial 
derivative of the activation function of the pooling layer to get the corresponding sensitivity, as shown 
in Eq. (28).
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where, the up-sampling function is represented by up. After the sensitivity of the convolutional 
layer is acquired, the parameter gradient of the cost function relative to the convolutional kernel is 
obtained by using the chain derivative, as shown in Eq. (29).
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After the gradient of the cost function with respect to all parameters is acquired, the parameters 
of the neural network are updated, and the parameter update method is shown in Eq. (30) to Eq. (32).
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The learning rate in Eqs. (30) to (32) is represented by η, which also represents the adjustment 
step of parameter update. Too small learning rate will result in slow model training speed, and too 
large learning rate will cause the system to be difficult to converge.

Through the establishment of a deep learning CNN model, the assumption of the distribution 
of financial asset returns and the estimation of variance in the traditional method are discarded. A 
time series prediction model and a regression prediction model are established for the loss sequence 
itself. First, the financial asset’s rate of return is squared to get its loss sequence. Then, the loss 
sequence is lagged by one and two periods to obtain the time series with different lag periods, and 
a time series model based on the CNN is established. Finally, the loss sequence is regarded as the 
dependent variable, and the time sequence under the lag period is taken as the independent variable 
to establish the corresponding deep learning model, thereby obtaining the functional regression 
model based on the CNN.

PSo Algorithm for Computational Solution of Portfolio Model
Particle swarm algorithm is essentially an intelligent simulation algorithm. As a result of imitating 
the natural world, it utilizes particles to communicate and cooperate with each other to find the 
global optimal solution. This is also the essence of most intelligent cluster algorithms based on deep 
learning to seek optimal strategies.

Suppose that there is a population of birds in a certain space, and the birds in the population look 
for food in this space (Guo et al., 2019). No bird knows the location of the food, but it can judge the 
distance between its location and the location of the food. At the same time, it also knows the location 
closest to the food that other birds have been to and the best location in the entire population. Therefore, 
it can search for the location closest to the food it has been to or search for the current global best 
location to determine the location of the food. The corresponding particle swarm algorithm treats 
each bird as a particle, which is the solution in the search space (Jiang et al., 2017). The fitness of 
each particle is different, depending on the particle position and optimization function. The particles 
will travel towards the food position at a certain speed according to the best position they have been to 
and the current best position in the world. When iterating, the individual best position and the global 
best position will be updated, and the speed and direction of the particles will also be updated. The 
goal is to find the optimal solution, which is the location of the food in the bird flock.
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The updating method of velocity in the traditional most basic PSO algorithm is shown in Eq. 
(33), and the updating method of position is shown in Eq. (34).

t t t t t t

v v c r P Z c r P Zw
+
= + −( )+ −( )1

1 1 2 2
 (33)

t t t

Z Z v
+ +
= +

1 1
 (34)

where, the number of iterations is represented by t, the inertia weight is expressed in terms of w, r1 
and r2 are random numbers between 0 and 1, and the learning factors c1 and c2 are both positive values.

According to Eq. (33), the updating equation of particle velocity is divided into three parts. The 
first part is the velocity left over from the previous time due to inertia, also known as the memory 
term, and the magnitude of the inertial velocity is related to the characteristics of the particle itself; 
the second part is the learning of the best place they have been to, also known as individual cognitive 
term, and the speed of this part is affected by the learning factor c1; the third part represents the 
influence of particles on the global optimal position, namely the recognition of global search, also 
known as the social cognition term, and the speed of this part is affected by the learning factor c2. 
These three parts will act on the particle at the same time, to determine the velocity and direction of 
the particle after iteration and make it move towards the optimal solution.

The flow of traditional PSO algorithm based on deep learning is shown in Fig. 2.

Figure 2. Process of traditional particle swarm algorithm
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According to Fig. 2, the traditional PSO algorithm first needs to initialize the original population, 
which requires all parameters to be initialized, including the area to search for the target, which must 
be bounded. Then there is the initialization of the learning factor, the iteration times of the algorithm 
should also be initialized, the precision of convergence also needs to be initialized to a constant, and 
the velocity of particles also needs to be defined by upper and lower limits. Of course, the key is 
initializing the velocity vector and position vector of each particle in the population.

Secondly, the corresponding fitness function needs to be set, and the fitness of each particle is 
calculated according to this fitness function. At the same time, the best location where each particle 
has been and the best fitness of the particle itself should be memorized. It is also necessary to retain the 
best position and the best fitness in the entire population. Then, the speed and position of the particles 
are updated iteratively according to the speed update equation and the position update equation of 
the particles in the population. The algorithm termination condition is that the number of iterations 
is completed or the searched optimal solution meets the accuracy requirements. The algorithm is 
terminated when either of these two conditions are met, otherwise it will continue to update iteratively.

The calculation of CVaR can be transformed into the calculation of the minimum value of a 
continuous function, which is not that bad, although the objective function is more complex. In order 
to improve the search efficiency of PSO algorithm, the PSO algorithm based on deep learning is 
enhanced and the problem that PSO algorithm is easy to fall into the local optimal solution is solved.

The inertia weight strategy is improved, and the weight change after the improvement is shown 
in Eq. (35).
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where, the inertia weight of the degraded particles is directly cleared, and the optimal position 
of the objective function is the optimal solution in the whole world. In the particle swarm algorithm, 
the position of each particle is judged according to its fitness. In many cases, the fitness value of the 
particle swarm algorithm is a certain objective function, or the objective function is simplified as the 
fitness function. To maximize the return rate of the portfolio model and minimize the financial risk, 
CVaR can be directly used as the fitness function. There must be some constraints on the portfolio, 
the proportion of each asset must be no less than 0, and the sum must be equal to 1. However, the 
requirement of rate of return can’t be directly limited in the process. Therefore, penalty function is 
usually used to improve the fitness function, which is used to reduce the fitness of the corresponding 
particles according to the penalty coefficient according to the magnitude of the violation of the 
constraint conditions. In this study, the fitness function is shown in Eq. (36) after adding penalty 
coefficient.

min , max ,F F x e R
T

x= ( )+ ⋅ −{ }η ρ 0  (36)

where, the penalty coefficient is expressed by e, and the final particle position obtained by Eq. 
(35) is the optimal solution obtained by the PSO algorithm. The last item is the VaR value, and the 
previous one is the weight of each asset in the portfolio. Substituting these values into Eq. (36), the 
corresponding fitness can be obtained, which is the value of the objective function CVaR in this 
study (Liu & Chen, 2021).
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ReSULTS ANd dISCUSSIoN

Test Results of Traditional Particle Swarm Algorithm And Enhanced Particle Swarm Algorithm
In this study, the performance testing was firstly conducted on the proposed PSO algorithm based 

on deep learning and the traditional particle swarm algorithm. The benchmark functions used for 
testing were currently four commonly used functions, namely, Griewank function, Rastrigrin function, 
Rosenbrock function, and Sphere function, among which the Griewank function and Rastrigrin 
function were multimodal functions, while the Rosenbrock function and the Sphere function are 
unimodal functions. The constraint intervals and the optimal values of these four benchmark functions 
are shown in Table 1.

In this study, the traditional particle swarm algorithm and the proposed PSO algorithm are 
initialized with the same parameters. The population size is set to 40; the particle dimension is 10; 
and the maximum number of iterations is set to 600. The traditional PSO algorithm and the PSO 
algorithm proposed in this study are respectively run for 15 times on the four test functions shown 
in Table 1, and the results of the 15 runs are counted. The simulation experiment in this study is 
realized by MATLAB system. The performance test results of the PSO algorithm proposed in this 
study based on deep learning and the traditional PSO algorithm are shown in Fig. 3.

Table 1. Constraint intervals of the four benchmark functions and their optimal solutions

Benchmark function Bound interval Optimal solution

Griewank function 
Rastrigrin function 
Rosenbrock function 
Sphere function

[-600,600] 
[-5,5] 
[-10,10] 
[-10,10]

0 
0 
0 
0

Figure 3. Comparison of test results of traditional algorithms and optimized algorithms on four benchmark functions
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As shown in Figure 3, the two algorithms can obtain theoretically optimal solutions of the four 
test functions. However, according to the convergence rate, the traditional PSO algorithm can obtain 
the optimal solution for both Rosenbrock function and Sphere function at about 160 generations. For 
Griewank function and Rastrigrin function, convergence algorithm is almost around 90 generations. 
The PSO algorithm proposed in this study based on deep learning converges with Rosenbrock function 
and Sphere function in 120 generations, and the convergence speed is about 25% faster compared 
with the traditional PSO algorithm. For Griewank function and Rastrigrin function, it converges in 
the 60s, which is about 30% faster than the traditional PSO algorithm. The test results show that the 
PSO algorithm proposed in this study has a faster convergence rate and a better performance than 
the traditional PSO algorithm.

Analysis of the Solution Results of the Traditional Particle 
Swarm Algorithm to the Portfolio Model
According to the actual investment portfolio model, the performance of the particle swarm algorithm 
was measured in this work. Eight stocks were selected according to the principle of stock selection 
and the eight stocks were used to construct the portfolio model. The industries covered by stocks in 
the portfolio model selected in this study needed similar market capitalization proportions, and the 
smallest trading units of these stocks should have close trading prices, because constituent stocks 
had the smallest number of transactions in financial markets, and the number of trades put a certain 
limit on how many stocks can be traded. Therefore, the real income can not only prove the ratio of 
assets in the portfolio, but also the real income value of assets trading. If the price difference of the 
smallest trading unit is too large, the measurement of risk will be wrong and eventually lead investors 
to make wrong decisions about the investment portfolio. During the experimental verification in this 
study, it is necessary to ensure that the selected stocks will not be delisted or suspended from trading. 
According to these principles, the investment samples selected in this study are eight stocks of Bank 
of Communications (A), Min Sheng Bank (B), Industrial and Commercial Bank of China (C), Bank 
of Beijing (D), Agricultural Bank of China (E), CRRC corporation of China (F), Daqin Railway (G) 

Figure 4. The market value of selected stocks and the first-hand transaction price
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and Sinopec (H). The coverage of the stock industry and the proportion of market value are similar, 
and the market capitalization and average primary price are shown in Fig. 4.

According to the investment sample data proposed above, the traditional particle swarm algorithm 
is adopted to solve the investment portfolio CVaR prediction model based on CNN. The traditional 
PSO algorithm is run 10 times to get different portfolios according to the investors’ input of different 
expected returns. The expected return rate entered by investors is higher and higher, and the risk 
measurement results obtained by the corresponding 10 algorithm runs are shown in Figure 5.

According to the investment sample data proposed above, the application of traditional PSO 
based on deep learning are shown in Figure 5. The higher the yield an investor expects, the greater 
the investment risk he faces. According to the establishment rules of the deep learning PSO algorithm 
and the portfolio model, the value of VaR is always smaller than the value of CVaR, as shown in 
Figure 5. When the expected rate is increasing, the traditional PSO algorithm can obtain the optimal 
solution of the portfolio model in a certain number of iterations, which also proves the feasibility 
of PSO based on deep learning in the risk assessment of financial investment that the portfolio can 
change the ratio between portfolios according to the financial risk, and it can also adjust the return 
rate of investors’ expected assets to achieve more effective management of financial risks in the 
portfolio. The portfolio model of CVaR is solved. The traditional PSO algorithm is run 10 times to 
get different portfolios according to the investors’ input of different expected returns. The expected 
return rate entered by investors is higher and higher, and the risk measurement results obtained by 
the corresponding 10 algorithm runs are shown in Figure 5.

Analysis of the Solution Result of the Improved Particle 
Swarm Algorithm to the Portfolio Model CVaR
According to the investment sample data proposed above, the PSO algorithm proposed was adopted 
to solve the investment portfolio CVaR prediction model based on CNN. The operation was the same 

Figure 5. The risk evaluation results of the traditional particle swarm algorithm under different expected returns
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as that of the traditional PSO algorithm. The investors input different expected return rates and run the 
PSO algorithm proposed in this study based on deep learning for 10 times respectively, which ended 
up with different portfolios. The corresponding investment risks were measured, as shown in Figure 6.

According to Figure 6, among the risk evaluation results obtained by the PSO algorithm proposed 
in this study based on deep learning, the value of its VaR is also less than the value of CVaR, and the 
value of its VaR and CVaR also increase with the increase of investors’ expected return rate, which 
further illustrates the fact that the higher the risk, the higher the risk. The PSO algorithm proposed 
in this study based on deep learning is the fastest, and it only cycles for 18 generations before the 
convergence algorithm can get the optimal solution, and this kind of optimization solution is already 
very fast, suggesting that the portfolio CVaR prediction model based on the CNN can use the improved 
PSO algorithm to obtain the optimal solution, and obtain the portfolio with relatively small risk loss, 
which is convenient for the risk management of the Internet financial market.

Comparison Result of Traditional Particle Swarm Algorithm 
and Improved Particle Swarm Algorithm
To compare the performance of the proposed PSO algorithm and the traditional particle swarm 
algorithm in practice, according to the selected investment samples, the PSO algorithm proposed, 
and the traditional particle swarm algorithm were adopted to optimize the CVaR prediction model 
of the CNN-based investment portfolio. 

In this work, the PSO algorithm and the traditional particle swarm algorithm were adopted to 
run the CVaR prediction model of the portfolio based on the CNN 10 times. Then, the average value 
of the optimal solution of the portfolio model obtained by the algorithm was compared in Figure 7.

Figure 6. Risk evaluation results of PSO algorithm under different expected returns
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Figure 7 shows that the CVaR of the portfolio obtained by the proposed PSO algorithm is smaller 
than that of the traditional PSO algorithm. When adopted to obtain the optimized solution of the 
investment portfolio model, the PSO algorithm has obtained a smaller value-at-risk index relative 
to that of traditional particle swarm algorithm. It also indicates that the PSO algorithm proposed in 
this study based on deep learning can obtain a more optimized portfolio with lower investment risk 
while ensuring the expected rate of return. Moreover, the comparison of optimization cycle algebra 
between the two algorithms in Figure 8 shows that, the PSO algorithm based on deep learning is 
applied less cyclic algebra than the traditional PSO algorithm after finding the optimal solution. In 
summary, the CVaR prediction model of the portfolio based on the CNN can better manage the risk 
in the optimization of the portfolio in the real financial market.

CoNCLUSIoN

In this study, to effectively manage the risks in the Internet financial market, the risks in the financial 
market stock portfolio is controlled based on deep learning methods in combination with PSO 
algorithms (Deng et al., 2021). First, a portfolio model was established based on CVaR. Then, a 
portfolio CVaR forecast model based on CNN was established, and the particle swarm algorithm was 
improved to optimize the solution. Moreover, four benchmark algorithms were employed to test its 
performance. Finally, the traditional PSO algorithm was compared with the PSO algorithm based on 
the actual financial market stock investment (Chen et al., 2020). The results prove that the improved 
PSO algorithm can solve the risks in the investment portfolio in a quicker and more effective manner. 
The CVaR prediction model of the CNN-based investment portfolio facilitates the risk management 
of the financial market. In short, this research provides an important reference for the adoption of 
deep learning methods and PSO algorithms in the Internet financial market investment portfolio risk 
management (Shen et al., 2019). However, there are still some deficiencies that other financial risks 

Figure 7. Comparison of the average value of the optimization algorithm and the traditional algorithm to find the optimal solution 
for the portfolio model
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are neglected but introduces conditional value at risk to measure the risks in the portfolio. In the 
future, other risks in financial markets should be added for further research.
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