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ABSTRACT

Health information becomes importantly valuable for protecting public health in the current 
coronavirus situation. Knowledge-based information systems can play a crucial role in helping 
individuals to practice risk assessment and remote diagnosis. The authors introduce a novel approach 
that will develop causality-focused knowledge learning in a robust and transparent manner. Then, the 
machine gains the causality and probability knowledge for inference (thinking) and accurate prediction 
later. In addition, the hidden knowledge can be discovered beyond the existing understanding of 
the diseases. The whole approach is built on a causal probability description logic framework that 
combines natural language processing (NLP), causality analysis, and extended knowledge graph 
(KG) technologies. The experimental work has processed 801 diseases in total (from the UK NHS 
website linking with DBpedia datasets). As a result, the machine learnt comprehensive health causal 
knowledge and relations among the diseases, symptoms, and other facts efficiently.
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INTRODUCTION

The development of Artificial Intelligent (AI) technologies makes our daily life much easier than 
before. For instance, location-based mobile applications help us to find the nearest parking space to 
your favourite restaurant. In the business domain, BI (Business Intelligent) services assist us to make 
correct business decisions. In the healthcare domain, AI technologies start to show the strength of 
detecting diseases in the early stages to minimize the risks of further development. We will see AI 
technologies becoming one of the most critical future development areas to enhance human healthcare. 
As a result, symptoms and lifestyle-based disease research and pre-diagnose applications started 
to show great potential to facilitate self-health care intelligent systems. However, many research 
problems remain at the current fast AI implementation trends that apply cutting edge technologies 
such as Deep Learning algorithms and Nature Language Processing (NLP). Some key issues are (but 
are not limited to): data trust/quality (European Union Agency for Fundamental Right, 2019), security 
(Pardeep, Masud, Gaba & et al., 2021) transparent prediction (Knight, 2017), and importantly the 
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Causal Analysis (Vorhies, 2019). In contrast to other general domain applications, these open issues 
are crucial in the healthcare domain. For instance, ‘children eating breakfast will avoid teen obesity’ 
(Warner, 2008) and ‘eating yoghurts would reduce 19% chances of growing precancerous but only in 
adenomas for the man (Zheng, Wu, Song, Ogino, Fuchs & Chan, 2019). Both studies only explained 
associations/correlations discovered from the data observations. However, there is no evidence to tell 
the possible reasons for ‘why’. Recently, causality research in the ML community evidenced that the 
causal machine learning approach can improve the accuracy of medical diagnosis (Richens, Lee & 
Johri, 2020). Therefore, knowledge extraction and modelling should be considered as an important 
step to enhance ML outcomes and expandability, not just focusing on raw data engineering. With the 
Semantic Web/Knowledge Graph research community growing, knowledge data becomes available 
and their semantic representations in the semantic cloud. We believe there are enough semantic 
resources to deal with causality inference and transparent probability calculations collaborating with 
ML algorithms. For example, we can build Semantic Knowledge Base (SKB) representing relations 
among symptoms, affecting anatomical structures, most affected groups (age, gender, location), 
lifestyle effects and drug side effects to a particular group of diseases. Our research work presented 
in the paper is motivated by such ideas and case studies.

This paper has its distinct contribution to developing a novel semantic modelling framework to 
generate causality and probability graphs from healthcare information on the Web. Then, the causality 
knowledge graph data will support more advanced knowledge-based data analysis to address trust, 
transparency and causality analysis issues. In addition, this paper is a further extension and detailed 
explanation of the early research outcomes published in (Yu, 2020 & Yu, 2021). The major extension 
includes merging two separated research methodologies to provide a more inclusive view of the 
proposed framework and more data evaluations.

The current ML methods and applications for disease recommendation will be reviewed and 
discuss their critical limitations in section 2. Section 3 will illustrate the proposed framework and 
its components. Section 4 will demonstrate the benefits of applying the proposed framework in the 
healthcare AI research domain with our experimental and evaluation results. The conclusion and 
future work will be drawn at the last section.

RELATED WORK

AI-Supported Diagnoses
AI-supported diagnoses have adapted in many medical domains. Currently, the processes strongly 
rely on clinical data to support AI learning and prediction algorithms. The research work (Jiang, 
Jiang, Zhi & et al., 2017) categories seven major data types as raw data sources used in the AI-
oriented healthcare data processing such as Imagines, Genetic, Electronic Patient Records (EPR), 
Physical Examination Notes and Clinical Laboratory Results. Many research outcomes showed that 
ML combined with raw data would provide huge benefits to healthcare professionals. In a domain-
specific or single health condition diagnosis field, most ML algorithms can achieve more than 90% 
accurate predictions. For example, applying the Multilayer Perceptron algorithm on the Wisconsin 
diagnostic dataset for breast cancer detection achieves 99.4% accuracy (Agarap, 2018). Meanwhile, 
The Deep Learning-based automatic detection of chest radiographs algorithm (Kim, Park, & Goo, 
2020) can reach 95% accuracy. Deep learning classification algorithm for skin cancer also can provide 
a highly accurate detection rate developed by the Stanford research team (Esteva, Kuprel, Novoa & 
et al., 2017). Different types of diseases were investigated to apply ML algorithms for predictions 
(Lampropoulos, & Tsihrintzis, 2015; Verma & Ghosh, 2018; Yekkala & Dixit 2018; Papachristou 
& et-al, 2016; Kaur, Sharma & Sohal 2019; Harini & Natesh, 2018; Laskar & et-al, 2016). In the 
meantime, Jiang & et-al. (2017) suggests that ML and NLP are the two key devices for future AI-
based disease prediction technology development.
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However, there are two major limitations of existing work:

•	 The data model focuses on a specific dataset that normally only presents a single category of 
the patients with fixed features. As result, the learning process purely works on fitting a model 
that can produce the desired results for the dataset. This is the reason that a well-trained model 
based on one dataset, may produce worse results for the other dataset. The fundamental problem 
is the relations between data and datasets are not modelled. Having the insight of healthcare data, 
many crucial relations need to be modeled such as associated symptoms, history of family health, 
living style, and the causalities among them. However, these relations cannot be expressed by an 
isolated single dataset without a comprehensive knowledge modelling framework.

•	 Hard to explain and have tracing evidence. In some research areas, the explanation ability can be 
less important, but not for healthcare. The explanations need to support assurance, assist define 
treatments and provide efficient information to the patients for self-education and self-awareness.

To address the above issues, Richens, Lee & Johri, 2020 suggested causal reasoning based 
diagnostic principles that include posterior likelihood causal analysis, counter-factual inference and 
simplicity explanation. However, these principles focused on assisting doctors in using their pre-
existing knowledge for disease diagnosis. The knowledge extracting and understanding processes 
are still missing and challenging.

Knowledge Modelling
Health knowledge modelling and linking is another approach to try to build a domain knowledge 
infrastructure to support the healthcare system. There are four major reasons that demand knowledge 
modelling discussed by Mate & et al. 2015 and the approaches can be metadata-driven or ontology-
driven processes. For example, Patient Clinical Data (PCD) ontology is developed for EHR clinical 
data representation for healthcare researchers Boshnak, Abdelgaber, Yehia & Abdo 2019 is a metadata-
driven process. Other high-level semantic clinical data models such as OGMS-based MCI introduced 
by Oberkampf & et al. 2013, SEHR developed by Sheth & et-al. 2006 and SNOMED CT presented 
by El-Sappagh & et al. 2018 are ontology-driven processes (there are many more related models). 
However, all these models are used to provide metadata-level interpretations of the clinical data but 
not at the level of knowledge understanding.

Early research on applying process-knowledge on health literacy (human-based knowledge 
extracting) to help self-care is presented in the work of Chin, & et al. 2011. With NLP and Machine 
Learning development, machine-based knowledge-level modelling has started to explore other 
domains for ML applications. For example, an ontology-based knowledge modelling framework is 
proposed in the sustainability assessment domain (Konys, 2018), which has five steps of literature 
identification, concept extracting, taxonomy construction and ontology construction and finally 
the ontology validation. The whole process tries to understand how to model the knowledge with a 
reflected ontology that is not the metadata of the literature document. A similar approach has been 
identified as one of the important challenges of AI used in healthcare research by Wang & Preininger, 
2019. The challenge is how we can extract knowledge from biomedical literature data to power AI 
algorithms-based health diagnosis. The opportunity from the challenge is to combine advanced NLP 
and machine learning models to allow machines to understand the learnt knowledge and represent it 
as a Knowledge Base (KB) for machine learning.

In this paper, we are going to provide a solution to address this challenge by defining a causality 
knowledge extract framework from a trust health website. The lifted causality knowledge can support 
further hidden knowledge reasoning and health prediction combining with probability programming. 
The important novelty comparing to existing approaches is the combinations of NLP, Semantic Web, 
and robust Causality Analysis.
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PROPOSED LOGIC FRAMEWORK AND DEFINITIONS

The framework development methodology has four stones of problem understanding, problem 
modelling and solution design, experimental analysis, and evaluation. The evaluation applies data 
analytics methods and simulation testing. To enable achieving our research aim, many programming 
tools have been used in the project development such as Protégé for ontology modelling, DBPedia APIs 
for semantic linking and extraction, NLTK Python library for NLP, and RDFLib for implementing 
the Causality Knowledge Graph and storing sematic data. The research problem (first stone) has 
been discussed in previous section, this section will start focusing on the problem modelling and 
framework design.

Causal knowledge extraction and modelling has been applied widely in the areas such as social 
behavior and healthcare research since Neyman-Rubin published Causal Inference Theory was in 
1986. The formal graph-based mathematics models are represented by Pearl, 2010, which clearly 
provide a method to separate correlation and causality analysis. The model applies probability joint 
distribution computation. In a directional graph, the causality graph has properties of the back-door 
criterion and a testing function of do(X=x) instead of doing a random selection of x that has the 
probability estimation on Y. Thus, the causality relation can be observed/measured when a property 
is updated, then the remaining properties’ probability distributions will be changed accordingly. Now, 
we can clearly distinct correlations/associations to causality. DeepMind team (Dasgupta, Wang & et 
al, 2019) applied the Pearl model to the Meta-Reinforcement learning process.

Gutierrez-Basulto, Jung & Lutz, 2017 introduced probability analysis into Semantic Web logic 
framework with belief rating thresholds called Probabilistic Description Logic (PDL) to deal with 
subjective uncertainty. PDL introduced an extra probabilistic threshold syntax to the classic Description 
Logic (DL) notated as P

n~
 over Tbox and Abox. The notation ∼ can be any one of these operators 

≤, <, =, >, ≥ and n is the value of the threshold. The problem of PDL is that it needs pre-defined 
default probability thresholds, which would not support to a highly dynamic system:

Τ::= C, D |C D | ∈r.(C) | P C
n~

	 (1)

A::= Α | A∧A’ | r(a, b) | P A
n~

|	 (2)

In our proposed logic framework, we introduce the causality probability concept into KB level 
and we name it as Causal Probability Description Logic (CPDL) framework. We are currently working 
on DL-ει only. The definition of Causal Probability Knowledge Base (CPΚΒ) is a triple:

CPΚΒ = {Τ, Α, ϕ(Τ)}	 (3)

In the definition, T is the terminological structure Tbox (knowledge schema or called class 
level of ontology), and A is the atomic instances – Abox. Both T and A are the same meaning from 
the classic DL KB terms. The ϕ(T) is our novel element added to the KB that defines the causality 
relations between any two concepts in Tbox. The ϕ(T) is an extra roof (universal) concept comparing 
to the classic DL. For example, a prediction (relation) definition is unique in DL KB to assign a 
specific subject (domain) and object (range). In our extension, the ϕ(T) can assign to any subject and 
object that have a causal relationship. Based on the newly defined CPKB definition, The Tbox is:

Τ::= C, D |C   D | ∈r.(C) | ∈r.(C) ⟹ ∈ϕ.(C) | Pμ (ϕ (C)) |	 (4)
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Here C, D and r are the same terms used in classic DL as terminology elements defined in 
Tbox. However, CPDL claims that if there is a relation r, then there may have a causal relation ϕ 
exist mapping to the r according to knowledge certainty. The ϕ may have (depending on if the causal 
relations have existed in the descriptions of data source, e.g. the text document) explicit direction 
(a causes b) or bi-direction (a causes b and b also causes a) that need to be defined in Tbox. The bi-
directional causal relation is a new term that we define in this paper comparing to classic causality 
assumption. In a general context, bi-direction causalities will produce confusion but there are truly 
occurred in the health domain. If the framework is applied to wider research domains, then this bi-
directional causality relation can be removed according to the context. The Pμ (ϕ (C)) represents a 
dynamic probability distribution over all possible ϕ(Τ) by given observation inputs. Based on Tbox 
definition, we can define Abox as:

A::= Α | A∧A’ | r(a, b) | ϕ (a | b) | ϕ (b | a) | ϕ (b | a) ∨ ϕ (a | b) | Ρμ (ϕ) |	 (5)

where A, A’ and r are the same terms used in classic DL Abox. ϕ (b | a) implies b is one of the 
reasons to cause an observation condition ‘a’ according to the Tbox specification and vice versa is 
for ϕ (a | b). In contrast, ϕ (b | a) ∨ ϕ (a | b) indicates that there are bi-directional causal relations 
between ‘a’ and ‘b’.

The Ρμ(ϕ) distribution can be computed using probability learning algorithms dynamically in 
the application. We will discuss the Ρμ(ϕ) computation in detail later.

The lower bound of the complexity of the reasoning on the CPDL knowledge graph is as same 
as theorem 4 listed in paper [16] that proved adding probability features in DL-ει is an ExpTime-
hard problem. However, our experimental exercises show that the dynamic probability generation 
can significantly reduce the graph size and the NP-hard problem can be ignored in later sections. In 
addition, new parallel computing or computing distribution technologies can significantly reduce the 
computation time e.g. MapReduce algorithm. However, computation optimization and complexity 
measurements are out of the scope of this paper.

The Causal Probability Description Logic framework can be treated as a two-layer model that 
is represented in figure 1. The top layer is the knowledge layer which organises and represents the 
causality knowledge graph to be reasoning. The lower layer is an instance probability knowledge 
graph generated based on the runtime input of the observations. For example, the runtime inputs can 
be symptoms or history of health conditions in the healthcare domain.

Figure 1. Two layers architecture of causality and probability knowledge graph generation framework
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EXPERIMENTAL: GENERATING CPDL KNOWLEDGE GRAPH 
FROM UK NHS WEBSITE FOR COMMON DISEASES

For the healthcare application domain, the dedicated top layer CKG ontology is defined in Figure 
2.a. The meanings of the key terminologies are:

1. 	 Disease: It is a central term in the ontology to organize the causality relations among other terms. 
The atomic disease triples are crawled on UK NHS website of common disease A-Z index firstly 
and then build link to DBpedia disease terms automatically while crawling.

2. 	 Symptom and Physiology: These two terms define symptoms or physiology instances that 
should be discovered from the dynamic semantic mining approach. The causal relations to the 
related diseases will be generated at the same time. The direction of the causal relation is that 
disease causes symptoms and physiology.

3. 	 AnatomicalStructure: It presents a class type of instance term that is an organ name of human. 
The instance of the AnatomicalStructure will be generated from the same semantic mining 
approach. The causal relation is that some diseases can affect the human anatomical structure.

4. 	 AgeGroup: It separates humans into groups by age. Through the semantic mining process, the 
AgeGroup instances are identified as ageing people/elder, adult, youth, boy, girl, man, woman 
and baby. The causal relation is bi-direction that means that age can cause an increased risk of 
getting a disease and the disease can affect a certain age group of people.

5. 	 Habits, Season, Species: The other three classes defined for extracting the habit, season and 
specie related terms and contributing relations to cause the diseases.

6. 	 Drug, Treatment and Diagnosis (Diagnosis required tests or equipment): The commonsense 
classes that define to get more knowledge about diseases but only have the natural relation to 
disease no causality.

All the predictions that have causal effect relation are the instance relations of ϕ(Τ) in our logic 
model. The hierarchical structure of the causal relations is represented in Figure 2.b.

Web Information Processing
The core information source for our research is the Web content from UK NHS website. Figure 1 
(left side) is an example of a pneumonia webpage that describes all the information related to the 

Figure 2. Health domain CKG ontology and causality relation structure
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disease, which includes an overview, symptoms, causes, diagnosing, treating, complications and 
preventing sessions. The information processing process contains 4 steps of information crawling on 
HTML features of the NHS website, Natural Language Processing pipeline to get keywords and their 
processing tokens for each sentence, semantic mining to do word tagging and merging and finally 
lift the semantic relations as triples to the CPDL-based knowledge graph.

Figure 3 shows an example of the NLP result for one paragraph text describing pneumonia disease.
Figure 4 represents the semantic lifting process and major predictions, ontology terms and 

keywords. The middle part is the predictions that can link to the semantics of the noun tokens. In 
addition, there are five classes are checked to do the matching and some keywords (bold words) are 
detected for matching specific terms due to incomplete or missing semantics in the DBpedia RDF 
graph. After this step, a semantic dictionary is created for containing the matched noun tokens and 
their matched semantics in the defined T-box (see Figure 1). For example, ‘Chest_pain’ is one of 
the noun tokens, the lifting process matched ‘Symptom’ term through dc:subject prediction in the 
knowledge graph file of ‘Chest_pain’ with one of the objects of dbp:Categorty:Symptoms_and_signs.

CPKL-Based CKG Generation
The Semantic lifting process provides disease dictionaries that have Noun tokens as keys and semantic 
annotations as values. A CPKL-based knowledge graph is generated incrementally throughout the 
dictionaries of all crawled diseases step by step. Currently, we created a graph that contains 383 NHS 

Figure 3. NLP-base tokenization result for pneumonia disease

Figure 4. Semantic lifting and merging
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diseases that have causal semantic links to extra 418 diseases from the DBpedia knowledge graph. 
As result, the generated CPKL-based knowledge graph contains 803 diseases. Figure 5 shows a 
CPKL-based graph representation of pneumonia disease (part of the original graph, all the original 
data can be seen in our Github repository). The graph identifies the current practice knowledge 
about pneumonia. For example, blood_test and CT_scan (DBpedia terms) are the possible diagnosis 
methods. The causality relations include specieCaussesTo, causesDisease (pneumonia has the 
possibility to cause other diseases), causesSymptom, causeOnAnatomicStrucure and many more. 
Reflect on the CPDL framework, the lifted causality relations are the subtype of ϕ(u) defined in the 
CPKB definition. The causesDiseas is a bi-directional prediction. The pneumonia causal graph is 
only one of the integrated 383 diseases.

Figure 5. Pneumonia disease top layer causality knowledge graph (partially)
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CKG Reasoning to Generate Runtime PKG
In this subsection, a Discrete Uniform Distribution (DUD) function is applied to define the causal 
probability distributions based on the knowledge organized as the CKG. With the probability distribution, 
the runtime PKG is to be generated for prediction purposes. In classic causal (C) effect (E) calculus 
definition, P E C|( )  means given the C, there is a probability of getting E and P E C P E C| |( ) > ¬( ) . 
For example, Pneumonia (C) can cause a probability of showing a ‘Cough’ symptom (E), the probability 
is very high normally. The difficulty is to provide a probability value to the P in practice. This is the 
important reason we argue that the current Probability Description Logic is not applicable to many 
practical tasks. Thus, we bring a CPDL framework into our research. The fundamental difference is 
that we define probability in a runtime calculation environment using the CKG knowledge in hand.

Definition 1: The probability distribution P’ that represented as P C E' |( ) , where E is the effect and 
C is the causal fact. The given observation is the effect and P’ indicate the probability distribution 
of individual causal fact.

For instance, if the observed effect is ‘Cough’, then the probability distribution can be simply 
calculated at runtime to have equal probabilities to all conditions that can cause the E (Cough). 
Therefore, the probability of one possible causal fact ci according to CKG considering one of the 
observations ei inside E can be defined as equation 6:

P c e E
i

' C
ni

∋ ∋( ) =|
1 	 (6)

where n is the number of elements in the C.
The example generates a runtime PKG (partially screenshot) based on equation 6 with input 

conditions of:

Symptoms=[‘Cough’,’Breathing’,’Fever’,’Heartbeat’,’Chest_pain’,’Fatigue’,’Shivering’,’Infection’,’Unwell’]	
Unwell Body Position=[‘Lung’]	
Group = [‘Child’]	
Gender = [‘Male’]	

The runtime PKG (Probability Knowledge Graph) is generated based on the above inputs. The 
PKG adds extra key probability information to the knowledge graph. For instance, pneumonia is one 
of the possible causal diseases to the conditioned context (see figure 6) and around 0.0048 and 0.018 
causal probabilities for problems of Heartbeat and Cough respect.

Based on the runtime generated PKG, machine learning algorithms can be applied to do disease 
classification or prediction. According to the PKG features, we investigated on the Naïve Bayesian 
classification algorithm that has been approved to be efficient for many other diseases’ prediction 
studies (Langarizadeh & Moghbeli, 2016; Wei, Visweswaran & Cooper, 2011; Ehsani-Moghaddam, 
Queenan, MacKenzie & Birtwhistle, 2018).

Formally we define the probability aggregating function to predication for an individual ci 
(equation 7):

P' c C e e E log c e
i n i i
∋ … ∋( ) =











=∏ ∑| , , ( | ) (

1
1

1

n

i

n
p log pp

i
( | ))c e
i i

	 (7)
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Applying to the example inputs presented earlier, the top 10 ranking results of the prediction in 
percentage is displayed in the figure 7. The result indicates the most possible health condition according 
to the inputs is ‘Pneumonia’ (80% probability). However, the other 9 conditions are also possible 
with more than 60% probabilities. In fact, the input example is created based on a pneumonia case.

EVALUATION OF KNOWLEDGE DATA AND A PROTOTYPE APPLICATION

Causality Knowledge Graph Evaluation
The current version of CPKG presents 801 diseases that are semantically lifted from the NHS and the 
DBpedia mining process. These 801 diseases link to 1078 377 treatments and drugs, physiologies/
symptoms, 8 categorized habits. In addition, 113 species and 66 different human groups are connected. 

Figure 6. Runtime generated PKG (partially) based on the certain inputs
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Details of the implementation, CPKG datasets and evaluation process are available on the Github 
repository1 for you to review.

The first interest evaluation we did is to examine which diseases or health conditions have the 
most causal relations to other diseases. From figure 8, we can see the top 25 conditions that have the 
most causal relations with other diseases. For example, ‘Infection’ and ‘Fever’ are the most common 
conditions that can cause or caused by other diseases.

The second evaluation we did is to explore symptoms. We present the top 25 symptoms or 
physiological in figure 9 according to the numbers of connected diseases and causal relations. From 
figure 9, we can see that Schizophrenia is the top symptom condition (a kind of mental health condition) 
that has the most connections to the diseases (it can be developed from 264 diseases).

Figure 10 shows that surgery and antibiotics are the most effective treatments to health conditions. 
The knowledge also indicates that traditional Chinese medicines can have positive impacts on 26 health 
conditions. Interestingly, bread as a kind of food is recommended in 11 health conditions, e.g., kidney 
disease. Except to check back the original UK NHS articles, we did some extra research regarding to 
this discovery. For example, Sheridan (2012) suggests suitable bread can provide important sodium 
and phosphorus to help easing chronic kidney disease.

Figure 7. The prediction result

Figure 8. Top 25 diseases that are most connective to other diseases
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The reasoning queries find that 8 bad lifestyles will contribute to diseases (see Figure 11). 
unsurprisingly, the smoking related habits are most dangerous and connect to more than 100 diseases. 
The wider concept of bad habit and civility are connecting with many different types of diseases.

The data analysis also shows that some diseases are related to seasons. Autumn and winter are 
associated to more diseases than other two seasons.

Figure 12 shows the Top 10 vulnerable groups of people. We can see that Child and Ageing 
groups are the most vulnerable. We can also see that Men are two times more vulnerable than Women. 
The other interesting find is that the ‘higher education’ keyword appeared, which suggests the higher 
education group may have relevant connections to more than 20 diseases.

A causal knowledge graph provides a huge benefit for providing traceable evidence to explain 
the outcomes of machine learning. The traceable evidence is the causal knowledge chain. In the 
current state of the art of the project, the longest traceable chain of a certain disease or symptom is 
5. Here are concrete examples:

Figure 9. Top 25 symptoms that are most connective to diseases

Figure 10. Top 25 of most common used treatments
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Rheumatoid_arthritis->Psoriasis->Psoriatic_arthritis->Myositis->Inclusion_body_myositis	
Rheumatoid_arthritis->Psoriasis->Pagets_disease_nipple->Breast_cancer->Weight_loss	

In total, we detected 111186 3-length chains, 3847 4-length-chains and 3683 5-length-chains 
in our CKB space.

The other valuable benefit of applying a causal knowledge graph is to have a new type of disease 
cluster based on multidimensional causal relationships. The unsupervised K-mean clustering algorithm 
is applied to build disease clusters based on related diseases, symptoms, human groups and affected 
anatomical structures. To gain a better clustering result, the cluster number optimization is performed 
first that shows in Figure 13(A) and the elbow point of the optimization is on 42. Figure 13(B, C) 
shows two different graphic visualizations of the 42 K-mean clusters using Principal Component 
Analysis and t-Distributed Stochastic Neighbor Embedding plots. The visualisations clearly show that 

Figure 11. 8 bad habits

Figure 12. Top 10 vulnerable group terms
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the clusters are created reasonably well. The trained clustering K-mean model can start to predict a 
given list of observations such as symptoms and history of the disease to a cluster that contains the 
most potential health conditions. For example, a list of observations [‘headache, influenza, fever, 
throat, children’] is mostly related to the health condition in Cluster 0 that contains 12 diseases of 
[‘Bornholm-disease’, ‘Common-cold’, ‘Diphtheria’, ‘Chickenpox’, ‘Flu’, ‘Hand-foot-mouth-disease’, 
‘Polio’, ‘Q-fever’, ‘Roseola’, ‘Rubella’, ‘Slapped-cheek-syndrome’, ‘Tonsillitis’].

Application Example and Accuracy Evaluation
Based on the same logic framework and knowledge extracting process, we develop a health 
Chatbot application for answering health condition questions and providing advice on symptom-
based predictions. The implementation detail can be accessed in Github repository2. Figure 14 
shows that if the question has not been asked before, then the processed knowledge is provided at 
runtime. Otherwise, the organised knowledge from the knowledge base will be provided based on 
an answering template.

To evaluate the accuracy of the Chatbot prediction based on the symptoms, we created two 
evaluation data pools. The first pool contains 10 testing datasets and each of the datasets contains 
more than 100 disease cases. Individual-disease-prediction test case is first generated by a selection 
of random amount (3 to 10) of symptoms and related position together with the randomly picked 
age and gender from a certain disease described by the NHS website. The second pool contains 
10 testing datasets with noisy information. The test case generating method is the same as the first 
pool but applies one extra step of random injection of two noisy symptoms from the top 15 most 
common symptoms discovered by our CKB. The testing environment setting is based on the defined 
evaluation settings. The evaluation results show the framework can achieve an average of 93.63% 
and 89.60% accuracy rates for the two testing data pools (see Figure 15.a). The accuracy results are 
surely promising even with noisy datasets.

Figure 15.b presents the average triple size of runtime second layer PKG in the 20 testing datasets 
of the two different pools. The result shows that the largest graph contains about 280 triples, which 
means the probability-based graph ExpTime-hard complexity issue is not essential at PKG layer.

CONCLUSION AND FUTURE WORK

In summary, knowledge-based health information extracting and learning framework is introduced, 
explained, implemented and evaluated in the paper. The framework has three key differences comparing 
to the state of art ML approaches:

Figure 13. Disease clustering based on the knowledge data
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•	 The proposed framework built a humankind machine learning approach by learning knowledge, 
creating causality network and runtime probability calculations according to different input 
scenarios.

•	 The proposed framework emphasized causality relations as the core knowledge to support 
probability inference.

•	 The proposed framework has strong reusability to enable dealing with general AI tasks in contrast 
to current fixed problem solution attached with a fixed data. In other words, the framework will 
continue learning new knowledge to solve runtime problems.

Figure 14. Chatbot prototype interface.

Figure 15. Evaluation results 1



International Journal on Semantic Web and Information Systems
Volume 18 • Issue 1

16

The current framework has three extending directions in future work:

1. 	 Extracting negating causal relations from the text and adding the negations to the logic framework 
to express ‘not causes’ semantics. There are two major challenges of mining and understanding 
negating causal relation through NLP including the probability calculation and negations with 
positive facts.

2. 	 At this stage, probability runtime computation uses the Naïve Bayes algorithm. To apply Naïve 
Bayes, it requires a strong assumption that believes all observations are independent events. 
However, the independence assumption does not always hold in healthcare or other application 
domains. For example, symptoms mostly have association relations with each other, e.g., a long 
period of high temperature and infection always appears together. In our early initial exploration, 
we applied the Apriori association rule-mining algorithm (Agrawal & Srikant, 1994) to investigate 
the association relations among symptoms. We managed to identify 26 association connections. 
Therefore, we need to find a way to add such an association into probability distributions, which is 
one of the important future research topics for us. We will investigate other probability functions, 
such as Multinomial Naive Bayes proposed by Kibriya, Frank, Pfahringer & Holme 2004 and 
Partially Observed Markov Decision Processes (Krishnamurthy 2016).

3. 	 Clearly understand the weight distributions among different semantic dimensions (which type 
of semantics has more influence on the accuracy of diagnosis).
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