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ABSTRACT

Machine learning (ML) has been instrumental in optimal decision making through relevant historical 
data, including the domain of bioinformatics. In bioinformatics classification of natural genes and 
the genes that are infected by disease called invalid gene is a very complex task. In order to find the 
applicability of a fresh protein through genomic research, DNA sequences need to be classified. The 
current work identifies classes of DNA sequence using machine learning algorithm. These classes 
are basically dependent on the sequence of nucleotides. With a fractional mutation in sequence, there 
is a corresponding change in the class. Each numeric instance representing a class is linked to a gene 
family including G protein coupled receptors, tyrosine kinase, synthase, etc. In this paper, the authors 
applied the classification algorithm on three types of datasets to identify which gene class they belong 
to. They converted sequences into substrings with a defined length. That ‘k value’ defines the length 
of substring which is one of the ways to analyze the sequence.
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INTRoDUCTIoN

1.1 Background
DNA comprises of two chains of nucleotides spiraled around each other, joined together through 
hydrogen bonds while moving in diverse directions. It has a double-helix structure, a spiral consisting 
of two DNA chains coiled around each other (Chou & Shen, 2006). Each of the chains possess four 
complementary nucleotides – adenine (A), cytosine (C), guanine (G) and thymine (T) (Akhtar et al., 
2008),(Akhtar et al., 2008),(Akhtar et al., 2007),(Ramachandran et al., 2012) with an A on one chain 
always matched with T on the other, and C always matched with G (Kinsner, 2010). The structure of 
DNA was discovered by Francis Crick. This methodology of expressing gene in the field of biomedical 
sciences is employed to determine human disease structure (Kirk et al., 2018),(Phongwattana et al., 
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2015). DNA sequencing is an operation of identifying the state of nucleotides in DNA i.e. nucleic 
acid sequence. It is the process of identifying the physical order of these bases. There a number of 
techniques for the identification of the order of four bases. Traditionally most of the biologists use 
Machine Learning (ML) models to resolve their problems like functional genomics, gene-phenotype 
associations, gene signatures and gene interactions. Previous research recognizes the genes through 
experimentation on realistic cells, a veracious but costly job. In contrast the present-day work uses 
machine based approaches to identify the genes due to inherent accuracy driven advantage of these 
methods. Machine approaches for gene prediction can be categorized as Content-based approaches and 
Similarity-based approaches (Wang et al., 2004). Similarity-based formulation search for monotony 
between candidate and public sequence database of existing genes. Similarity-based formulation are 
computationally costly and miss original genes. Content-based formulation is advanced technique 
of gene-prediction that overcomes limitations faced by similarity based technique. These approaches 
use several attribute of sequences like codon utilization, sequence length and GC content. They then 
employ supervised learning or applied mathematics approaches to predict whether a read comprises 
of any genes. ML has been evidentially effective to resolve various problem types like classification, 
regression and clustering.

1.2 DNA Sequencing and Machine Learning
We have employed the ML algorithm for the classification of DNA sequence. The DNA sequencing 
methods have an unprecedented impact on the progression of medical research and discovery in 
different domains including medical diagnosis, biotechnology and virology. Comparing healthy and 
mutated gene sequences can diagnose various diseases. Genome demonstrate several types depending 
on the species like human, animal, plant and microbial species. In the early 1970s, DNA sequence 
was traced for first time by academic researchers. Further, fluorescence-based sequencing methods 
came into practice which also incorporate a DNA sequencer(Olsvik et al., 1993). DNA sequencing 
can be very effective in finding out the sequence of individual genes. DNA sequencing technology 
has played a significantly front runner role in several areas of sciences including medicine, biology 
and forensics. A Fast Adaptive Shrinkage Thresholding Algorithm (FASTA) file represents a DNA 
sequence with its details and this data is useful for prediction. FASTA format is a one line affix denoted 
by the greater than symbol which includes annotations and next line comprises of the sequence. A 
typical FASTA file may include one or even many gene sequences.

In the current work, the authors have critically analyzed the effect of K value on different types 
of dataset. First we will check how multinomial algorithm behaves on three type of DNA sequences 
from our sample data sets of chimpanzee, dog and human. Further, the value of substring is bumped 
and it is explored that how the variation in values effect on decision accuracy. To show this accuracy 
we use some performance matrices. The paper is organized as follows. In Section 2, we discuss about 
kmer counting and related brief description of machine learning. In Section 3, we discuss about the 
techniques and data set. In section 4, detailed description on the implementation has been presented. 
Section 5 presents the result of the research which focus on the performance of machine learning models 
with deviation in the offset of k. Finally, Section 6 presents the conclusion of the research carried out.

2 RELATED woRKS

Mahmoud & Guo (2021) classified DNA sequences using multilayer perceptron. Using PILAE 
algorithm it achieves maximum 98% accuracy when applied on five different type of dataset. 
Kopp et al. (2020) developed a python library entitled Janggu for evaluating the performance of 
model and data acquisition and visualization in genomics application. This library is compatible 
with other deep learning libraries also. They also applied this library on the model and it was 
observed that the performance of model gets significantly better and considerably overcomes the 
iterative programming overhead. Bartoszewicz et al. (2020) developed Deep Learning Approach to 
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Pathogenicity Classification (DeePaC). It consider a flexible structure allowing easy evaluation of 
neural network architectures with reverse-complement parameter sharing Bartoszewicz et al. (2019). 
Guoet al.(2020) used one of MLP learning method i.e Pseudo Inverse Learning algorithm (PIL) that 
gives concept for neural network (NN) decay with prescient precision. Its structure has an equal 
numbers of hidden neurons to quantities that are to be learnt in order to overcome the learning errors. 
It is a feed-forward network. PIL technique is better than back propagation (BP). Anveshrithaa et 
al.(2019) presented approaches for the improvement of many machine learning models like support 
vector machine, Naive Bayes, decision tree and many more for identify promoters in DNA sequences. 
Dakhli & Amar(2020)proposed a new DNA sequence classifier to classify DNA chain and also used 
to pullout features from DNA strands. They performed classification by using dynamic time warping 
(DTW) method .Their model accuracy rate of 97.3% is quite appreciable when applied on three 
different DNA database. Liu(2018) used machine learning techniques to analyze genome structure. 
He proposed a BioSeq-Analysis webserver that automatically performs the attribute extraction, 
predictor building and performance evaluation, wherein user is only needed to upload the dataset. It 
is a helpful tool for natural sequence analysis. Ryasik et al.(2018) came up with a formulation which 
chooses the least correlated physical properties for DNA classification. This classifier not only uses 
the sequence and static properties of DNA sequence but can also consider the dynamic properties 
of DNA. Yang et al.(2018)presented the machine learning models for a set of 1839 UK bacterial 
discriminate to classify Mycobacterium tuberculosis against eight antiTB drugs and to classify multi-
drug resistance. Compared to past rules-based approach, the sensitivities of model increased by 2-4%. 
Ryasik et al.(2018)developed the first classifier to predict bacterial activity of DNA sequence that 
uses not only static properties of DNA fragment but also uses dynamic properties of DNA. They got 
accuracy values up to 90% for all types of DNA sequences. B.Yang et al.(2017) developed BiRen that 
is a hybrid architecture and it is based on deep learning. It is used to target the enhanced elements 
on a genome-wide level using the DNA sequence alone(Upadhyay et al., 2021). BiRen shows good 
performance in identification accuracy, generalization to other species, robustness in subdue noise 
data and based on motifs or k-mers. Nguyen et al.(2016) developed their model using CNN for 
classifying the DNA sequences and they considered sequences as text data. This model is similar to 
text classification model and both are based on deep learning. They used one-hot encoding to convert 
the sequence into a vector and these vectors act as input to the model. By doing this they preserved 
the necessary position information of each nucleotide in sequences. They used C++ software package 
to implement their model. They evaluated their proposed model by employing 12 DNA sequences 
and achieved far better performance in comparison to the conventional approach. Dixit & Prajapati 
(2015) explained numerous techniques that are used by other researchers for DNA Sequencing 
problems, and explored the advantage and disadvantage of each of these(A. Juneja et al., 2020). A 
detailed analysis of various methodologies and their applicability in context it was deliberated that 
choosing the machine learning techniques is a very crucial component of any classification process. 
It must be appropriate in the context of the classification problem. Öz& Kaya (2013) in their work 
communicated that Support Vector Machines technique is a two class classifier as it provides outcomes 
partitions into two groups linear support vector and Non-Linear support vector. Here they developed 
new evaluation technique where the quality of DNA is classified into two classes as low or high(S. 
Juneja, Juneja, & Anand, 2019). They used SVM learning and created a confusion matrix.(Melsted 
& Pritchard, 2011) presented a method that determines all the k-mers in a DNA sequence data set. 
They used a Bloom filter that stores all the determined k-mers. With this approach they did a 50% 
savings in memory usage with modest costs. Table 1 shows a summary of the relevant work in recent 
research which provided a roadmap for the current work.
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3 CLASSIFICATIoN BUILDING BLoCKS

3.1 Sequence Analysis
DNA, protein and RNA sequence typically represent the primary elements in the sequencing problem. 
In this paper, the work is related to DNA sequencing (genome sequencing).

Table 1. Summary of inspiration from the earlier research in the domain of DNA sequence classifier

S.No. Author 
and Year

Technique Objective and outcome

1. C. Suresh 
Gnana 
Dhas(2021)

CNN and hybrid model Classify DNA sequence using probabilistic model 
and also compare different type of model.

2. Mahmoud & 
Guo (2021)

Pseudoinverse learning 
autoencoder (PILAE) 
algorithm

Classification of DNA sequences using multilayer 
perceptron. Using PILAE algo, it achieves 98% 
accuracy when applied on five different type of 
dataset.

3. Bartoszewicz et 
al. (2020)

DeePaC, a Deep Learning 
Approach

Developed a DeePaC, a Deep Learning Approach 
to Pathogenicity Classification.

4. Kopp et al. 
(2020)

Deep learning They developed a python library i.e Janggu 
for evaluating performance of model and data 
acquisition and visualization in genomics 
application.

5. Guoet al. 
(2020)

MLP learning method i.e. 
Pseudoinverse learning 
algorithm (PIL)

Its structure has equal numbers of hidden neurons 
to quantities that are to be learned to overcome the 
learning errors

6. Anveshrithaa et 
al. (2019)

Support vector machine, 
Naive Bayes, decision tree

They presented the comparison of their proposed 
model with existing models and they conclude 
that their proposed model provides far better 
performance to identify promoter in DNA 
sequence.

7. Liu(2018) Machine learning technique 
to analyze genome structure

Proposed a BioSeq-Analysis webserver that 
automatically performs the attribute extraction, 
predictor building and performance evaluation for 
natural sequence analysis.

8. Dakhli & Amar 
(2020)

Dynamic time warping 
(DTW) method

They proposed a new DNA sequence classifier 
to classify DNA chain and also used to pullout 
features from DNA strands and their model 
accuracy rate is 97.3 applied on three different 
DNA database.

9. Ryasik et al. 
(2018)

Naive Bayes and Random 
Forest Machine learning

This classifier apart from using the sequence and 
static properties of DNA sequence, also considers 
the dynamic properties of DNA. Accuracy values 
is up to 90% for all types of sequences.

10. Y.Yang et al. 
(2018)

Principal component analysis 
and a sparse logistic version 
(clustering)

Developed one machine learning model, and 
compared to past rules-based approaches, the 
sensitivities of model increased by 2-4%.

11. Ryasik A. et al. 
(2018)

Variation of parameter 
correlation and cophenetic 
coefficient, Naive bayes and 
Random forest

They developed the first classifier to predict 
bacterial activity of DNA sequence. They got 
accuracy values up to 90% for all types of DNA 
sequences.



International Journal of Reliable and Quality E-Healthcare
Volume 11 • Issue 2

5

DNA sequencing is the activity of identify the nucleotides sequence of nucleotides in a part of 
DNA.Some techniques are there.

1.  Sanger sequencing, The final DNA is traced numerous times, creating piece of various lengths.
2.  Next-generation method is new approach that enhance the speed and bring down the value of 

DNA sequencing. It is like executing a numerous number of small Sanger sequencing methods 
in parallel. Due to this parallelization, ample amount of DNA can be sequenced more rapidly 
and inexpensively with next-generation methods than with Sanger sequencing. Fragments of 
DNA up to baseborn in length are mainly sequenced using Sanger sequencing technique or 
the chain termination method. 

Here first we describe what are the different problems occur in sequence analysis.

3.1.1 Genome Sequencing
The Genome Sequencing involves the use of some sequencing technologies for processing, 
management and study of the sequences. The sequencing is a complex task and has several crucial 
challenges including data-based design, data representation and examination of data. It is the process 
where the order of DNA bases is evaluated (S.H. Guo et al., 2014). The human genome is made up 
of over 3 billion of these DNA bases (Pareek et al., 2011). Genome sequencing has been proven in 
helping the scientists in identification of genes speedily and easily with high accuracy.

3.1.2 Gene Determination and Genome Annotation
Gene determination is the phenomena of tracing the introns and extrons in a particular section of 
genome sequence. Numerous algorithms and computer programs are available for identification 
of protein-coding genes. Crucial feature of genome annotation is the investigation of iterative 
DNA(Abhinav Juneja, 2021).

3.1.3 Sequence Comparison
Comparing the sequence can be accomplished by several tools. This is a well-established process 
step(S. Juneja, Juneja, Anand, et al., 2019).

3.2 K-MER Counting
With Kmer counting, one can divide the string into substrings according to its ‘k’ value. When we 
have huge list of DNA sequences then its analysis using fixed size ‘k vector’ is easy and prompt(Sapna 
Juneja, Gahlan, Dhiman, et al., 2021). In DNA sequence, divide the nucleotide sequence into part of 
nucleotide with ‘k value’ (k>0).

Dividing the k-mers into tiny sizes also assist to remove the difficulty of variable read lengths. 
All our machine learning model can work on fixed length input but by using kmer we can take input 
of variable length. Because in kmer we can divide our input data on the basis of k value. k-mers can 
also be utilized to discover genome mis-assembly by determining k-mers.In addition, k-mers are also 
in use to identify microorganism contamination.

3.2.1 K-mer Size
The k-mer size has various effects on the series assembly. These effects differ between small sized 
and higher sized k-mers. The aim of various k-mer sizes is to attained a suitable size . A lower k-mer 
size will store the DNA sequence with the less amount of space and if we choose smaller kmer that 
it also lose our Informat.Larger sized k-mers will take more memory to store the DNA sequence. 
Larger k-mer sizes assist to solve the problem of small recurrent regions.So we choose that type of 
k value that give optimum accuracy.
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Analyzing DNA Sequence ATTTCGATCG when value of k is 4:

Further, we need not to keep this value fixed on every run, we have the flexibility to change it. 
Jellyfish is an already developed program that is also used for the purpose of counting the k-mer (for 
k-mers of upto 32 bp)(Bartoszewicz et al., 2020).

3.3 Machine Learning
Machine learning (Sapna Junej et al.,2021)is the technique where we get desired output from the 
system using some experience and historical data. Machine learning (Abhinav juneja et al. 2021)
methodology relies on three primary process elements 1) Attribute extraction 2) Predictor building 
3) Performance evaluation. Machine learning (Aggarwal s. et al. 2021)is a subfield of artificial 
intelligence. Machine learning algorithms basically depends on some statistical models (Hüllermeier, 
2005),(Juneja et al., 2021). The data and classification algorithms are basically joined together such 
that the algorithm can learn from attributes and pattern of the data to make significant predictions 
(Cherkassky & Ma, 2009), Juneja et al. (2021). Machine learning algorithms(Khan S et al 2021) 
provide many benefits to public and private research areas which makes this technique so much 
popular and acceptable. Abundant projects exist and are devoted to developing generic libraries and 
toolkits for machine learning that under development for a number of languages, platforms, and use 
cases (Varoquaux et al., 2015), (Marks Hall, 1994), (Kohavi et al., 2002), (Dignam et al., 1983). The 
machine learning methods are performing fundamental roles in sequencing problems Liuet al. (2015). 
In BioSequence (RNA, DNA) Analysis, four normally used machine learning algorithms like support 
vector machine SVM and Random forest RF (Liuet al., 2016), optimized evidence-theoretic K-nearest 
neighbor (OET-KNN) (Chou& Shen, 2006) and covariance discriminant algorithm (Jia et al., 2016)

Deoxyribonucleic acid (DNA) is a natural molecule and used to store some information.The 
data of DNA sequence is growing at an explosive rate, So the work of DNA sequences is necessary 
in the wave of big data. Machine learning is a vigorous technique for examination of large amount of 
data and learns impulsive to increase knowledge. It has been extensively utilised in DNA sequence 
analysis and acquire a heap of research accomplishment. Machine learning models we can use for 
classification of data on the bases of label like email is spam or not spam.Like in human genes also 
we can classify it which DNA will make protein or not. So we can label these classes and classify it 
using multinomial naive classifier.

3.4 K-Mer’s Algorithm
Here we are using Multinomial Naive Bayes Classifier to classify a DNA sequence. In this classifier 
we divide long string into substring that have fixed length. DNA sequences are long strings of the 
alphabet AGCT. Machine learning algorithms trust on fixed-length sequence for processing. First 
we have to fragment DNA sequence in to number of substrings on the basis of k-mer counting(Shao 
et al., 2022). A k-mer is a nucleotide sequence of k character in a given DNA sequence. To identify 
all K-mers from a given DNA sequence we need to first get k nucleotides and after that this sliding 
window will move with a single character. When sliding window will move to the next character that 
is the starting of next k-mer and so on. The default size of K is 6 but we can change it according to 

Table 2. Analysis of DNA Sequence with k=4

Offset 0 1 2 3 4 5 6

4-mer ATTT TTTC TTCG TCGA CGAT GATC ATCG
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our requirement. Examination of alteration in gene sequence have considerably precocious knowledge 
of disease cause and classification (Learn et al., 2004),(Zhang et al., 2016).

3.4.1 Importance of K-mers
Dividing a DNA sequence into fixed size substrings according to its ‘k value’ will help to classify the 
sequence. Screening of fixed size chunk is more efficient. K-mer counting is useful in other applications 
also like set dealing, string matching, sequence matching etc. K-mer technique is also helpful to predict 
that this random sequence S1 is belong to an organism O1 and O2, to solve this problem first take the 
genome sequence of O1 and O2 that are known so after that if S1 has more k-mers available in O1 
or O2. Kmer counting directly analyzes the counts of sequence bases of length k between instances. 
These k-mer based formulations have been center to the field of genomics, where they are utilized to 
detect unique k-mers to classify sequences (Ounit et al., 2015),(F.P. Breitwieser, 2002).

3.4.2 Algorithm: K-mer Counting
For DNA sequence classification we used Multinomial algorithm. From any DNA sequence string, 
we can extract all possible overlapping string with some length given by K. In python we can do this 
thing using getKmer method. After that we need to transfer our training data into some short sequence 
with k-mers of legth 6. At this value of k we got best accuracy. We used scikit-learn processing tools 
to do the counting, Now we need to change the lists of k-mers into series of words.After that count 
vectorizer will use that word. We also need one more variable to grasp the class labels.So at this point 
we know how to change our nucleotides sequences into fixed length, After we can apply any machine 
learning model that can classify our DNA sequence.For classification purpose we used multinomial 
naive bayes classifier(Sapna Juneja, Jain, Suneja, et al., 2021).

We implemented this algorithm using python. The following sequence of steps was executed 
for the classification.

The processing is done in different phases as described below:

Phase 1: First convert DNA sequence strings into k-mer words, default size = 6. If we choose size=4 
then it breaks the whole sequence of nucleotides into 4 nucleotides. First four characters are 
taken, next time it skips the first character and takes next 4 nucleotides.

Phase 2: After that we need to convert all substrings in list into one sentence of words so that we can 
handle it easily with one variable.

Phase 3: Splitting the dataset into two parts i.e. training set and test set. Here we divide into 80:20 
ratio means 80% data we use as a training data and 20% as a testing data.

Phase 4: Now apply Multinomial Naive Bayes Classifier to identify the classes. Using grid search 
we can fix the alpha value.

Phase 5: Now check whether kmer counting is working on gene sequence or not, checked through 
confusion matrix.

3.4.3 Multinomial Naive Bayes Classifier
There are many softwares or tools for the investigation of numerical data but there are less softwares 
are available for texts. For the analysis of the categorical text data, the most popular supervised learning 
classifications technique is available that is Multinomial Naive Bayes.Classification of text data is 
gaining popularity because there is an tremendous amount of data present in websites,documents 
etc. that needs to be analyzed. Multinomial Naive Bayes formula is based on the Bayes theorem that 
used probabilistic method . Naive Bayes classifier is a grouping of numerous formula where all the 
algorithmic program share one joint principle, that is each feature is independent means its not related 
to other features. The existence of one attribute does not impact the attribute of other attribute.This 
classifier used in many domain area like news categorization where they categorize news into various 
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sections such as fake,non fake, political etc. Multinomial Naive Bayes classifier is so popular because 
of its swift learning rate and simple design. In text or DNA categorization this classifier giving good 
accuracy rate because of their powerful naive hypothesis.

3.5 Datasets
We took dataset of gene sequence from the open DNA sequence dataset available at Kaggle. We 
used three text files of DNA sequence i.e chimpanzee text file, Dog text file and human text file. In 
these text files we have DNA sequences with their respective classes. The description of the dataset 
used has been given in Table 3.

Figure 1. Proposed Approach
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DNA sequence data is very crucial for scientists research to identify the role of genes. We have to 
divergent species data set to check our model. The machine learning model that we applied on human 
data, will that work on other species also. We have human DNA sequence data coding regions with 
class label. We also have dog data and a more divergent species, the chimpanzee.

4. IMPLEMENTATIoN

This is the main part of paper, here we apply the Multinomial algorithm on a variety of datasets 
i.e. Chimpanzee dataset and Dog dataset and human Dataset, and evaluate the effect of k value on 
these type of datasets. We used python to implement that. First we apply multinomial algorithm on 
chimpanzee dataset to classify the gene sequence into its classes as a classifier. Figure 2 illustrates 
different types of class available in this data set.

With this chimpanzee dataset, we now evaluated the effect on the performance after changing 
the value of K. Now it is observed that the accuracy is bumped up when the value of k is increased. 
Further if we keep on increasing the value of k, the performance will decrease.

This concludes that we need to evaluate all the performance measurement parameters like 
accuracy, precision, recall and F1 to get the optimum results. Table 4 shows the performance of 
Chimpanzee dataset for various values of k.

Table 3. Description of each database

Item Chimpanzee Dog Human

Number of sequences 1682 820 4380

Number of Attribute 2 2 2

Training 1346 656 3504

Test 336 164 876

Figure 2. Types of classes in chimpanzee dataset



International Journal of Reliable and Quality E-Healthcare
Volume 11 • Issue 2

10

Next is to apply this algorithm on Dog sequence dataset. This algorithm is also used to classify 
the gene sequence in to different classes. Further, we will monitor what are the effects of ‘k value’ 
on its performance to evaluate the classes of gene sequence (Table 5).

Lastly, we applied the algorithm on human data set; here we are showing different types of classes 
in dataset in front of their DNA sequence.

Next step is evaluation of the performance of DNA sequence classifier. Earlier we applied 
similar algorithm on animal DNA sequence to identify its gene family using DNS sequence 
classifier. Now with this Human dataset, we are looking to apply same algorithm to evaluate the 
effect on the performance after changing the value of K. Under this dataset as well we also observe 
that some classifier good accuracy scores with the value of k that was defined. Moreover ‘k value’ 
should be chosen carefully as increasing this value of k does not warranty better accuracy. The said 
recommendation is used to evaluate the performance as depicted in Table 6

Table 4. Performance of Chimpanzee Dataset

Chimpanzee Dataset Accuracy Precision Recall F1

K=3 62.9 71.6 62.9 64.6

K=4 86.9 88.0 86.9 86.9

K=5 91.1 92.5 91.1 90.9

K=6 91.4 92.0 91.4 91.1

Table 5. Performance of Dog dataset

Dog Dataset Accuracy Precision Recall F1

K=3 51.2 57.9 51.2 52.8

K=4 65.2 71.2 65.2 64.9

K=5 64.0 73.1 64.0 61.6

K=6 69.5 78.5 69.5 67.8

Figure 3. Different types of classes in human dataset
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5. RESULT

This paper utilized three varied datasets of Chimpanzee, Dog and Human to determine their gene family. 
Studying any gene sequence is also fruitful to distinguish whether the gene sequence is original or a 
mutant. Each of these datasets was taken from open source. In the current work, we have evaluated how 
the performance of classifier improvises with changes in the values of k. ‘k value’ is basically used to 
regulate the length of the substring in a given gene sequence. At certain level when we bump the value 
of k the value of accuracy, precision, recall and F1 score get increases. But after certain threshold value 
the performance gets decrease because overhead to maintain so many substring is also get increases. 
The confusion matrix is a table that gives idea about the performance of our model (Fawcett, 2006), 
the confusion matrix gives a representation of all True- Positives, True-Negatives, False-Positives and 
False-Negatives as predicted by the model. Accuracy is the most spontaneous criterion of performance 
and it is a relation between the precisely predicted observation and all observations.

6. CoNCLUSIoN AND FUTURE SCoPE

We conclude that progression in machine learning technique can be one of the outstanding resolution 
in solving classification problems in distinguishing irregular genes that distorting gene sequences. 
The paper shows a machine learning algorithm to classify gene sequence and that algorithm applied 
on three different types of dataset. Numerous machine learning algorithms like SVM, naive bayes 
and logistic regression are already used to classifying normal genes from abnormal genes. According 
to our results, multinomial algorithm performs better when K=6 means number of nucleotides in 
substring is 6 and one thing we also check if we tweak that value greater than 6 at that time also 
performance get degrade. It results in increase in the performance adding a significant impact to the 
result. The Goal of this study was to focus on the importance of K value to elevate the performance 
of classifier and we also compared the result with previously developed classifier.

We just worked on DNA sequencing problem but there are several other issues also where we can 
continue our work like RNA sequencing and protein sequence. The main drawback of Machine learning 
(ML) is that it cannot handle expeditiously natural information in their raw form as compared with Deep 
learning (DL). The word ‘‘deep” in DL represents the number of layers used by the data and these layers 
also called hidden layers. DL networks can have as many as three hundred layers but Conventional neural 
networks contain only two to three layers. So, in future we will work on Deep learning architecture.

FUNDING AGENCy

Publisher has waived the Open Access publishing fee.

Table 6. Performance of Human Dataset

Human Dataset Accuracy Precision Recall F1

K=3 62.2 71.3 62.2 64.6

K=4 88.4 88.8 88.4 88.4

K=5 95.5 95.8 95.5 95.6

K=6 98.4 98.4 98.4 98.4
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Table 7. Comparison of proposed model with previously classifier

Authors Basic approach and 
algorithms

Accuracy of 
Classifier

Deviations from the proposed 
approach

Mohammed A. 
B. Mahmoud et. 
al(2021)

Pseudoinverse learning 
autoencoder (PILAE) 
algorithm

98% When the classes size of the 
classification task is large,it will not 
work better.

Abdesselem Dakhli 
et. al(2019)

Dynamic time warping (DTW) 
method

97.3% Size of DNA effect the execution time.

Artem Ryasik et. 
al(2018)

Naive bayes and Random forest 90% Work only on three classes

C. Suresh Gnana 
Dhas et. al (2021)

CNN and Hybrid model 93.3% Comparison of proposed with existing 
model

Proposed model Multinomial naive bayes 
algorithm

98.4% Its implemented in python and also 
works on variable length of gene 
sequence.
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