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ABSTRACT

The internet makes it easier for people to connect to each other and has become a platform to 
express ideas and share information with the world. The growth of the internet has indirectly led 
to the development of social networking sites. The reviews posted by people on these sites implies 
their opinion, and analysis over reviews is required to understand their intent. In this paper, natural 
language processing technique and machine learning algorithms are applied to classify the text data. 
The contributions of the proposed approach are three-fold: 1) chi square selector is applied to select 
the k-best features, 2) support vector machines is executed to classify the reviews (hyperparameters of 
the SVM classifier are tuned using GridSearch approach), and 3) bagging algorithm is applied with 
the base classifier over the newly built SVM classifier. The number of base classifiers of the bagging 
algorithm is varied accordingly. The results of the proposed approach are compared to the similar 
existing work, and hence, it is found to achieve better results as compared to the existing systems.
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1. INTRODUCTION

Sentiment Analysis, otherwise called as opinion-mining applies natural language processing 
techniques to schematically recognize, extract, enumerate, and study the subjective information. It 
is extensively applied to reviews given by the customers; responses to the surveys; reviews in online 
and social media; reviews given over products in online e-stores, to create AI based bots or assistants. 
Sentiment analysis classifies the opinion as positive or negative. Lexicon-based and Machine-learning 
(ML) based approaches are applied to identify the sentiment of any sentence. The former approach 
uses a vocabulary which contains pre-defined negative and positive words and the latter approach 
uses training and testing data to identify the positive and negative words. Sentiment analysis can be 
applied to classify emotions based on subjective parameters (Liu, 2010). It is known as emotion AI 
and has a variety of purposes in different fields like analyzing sentiments in emails, comments and 
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survey feedback. It plays an imperative role in the domain of Artificial Intelligence (Mäntylä et al, 
2018; Poria et al, 2018).

The textual datasets that are applied for sentiment analysis are first subjected to preprocessing. 
Most of the datasets require removal or fixing of missing values, null values or redundant values. 
Data pre-processing step includes sampling, cleaning and transformation of data. The type of data 
pre-processing needed by a particular dataset depends on the type of datasets (textual/image/numerical 
dataset). In the proposed approach, the type of dataset is a textual dataset.

Movies are one of the finest forms of entertainment and it’s a very common thing that the people 
watch movies and share their opinions on the social media platforms. By analyzing the reviews on the 
movies, the positive and negative opinion over the movie can be found. Thus, sentiment analysis can 
help in knowing the public opinion of that movie. Twitter, another platform where a huge perception 
of the user’s opinion is posted every day and these opinions can be over any generic content. Few of 
the recent research articles focus over detecting the hatred words in tweets. A number of emotional 
labels is used largely in tweets and is given in Figure 1.

The section split of this paper is given here: Section 2 details the terminologies, tasks, levels and 
open challenges in sentiment analysis; Section 3 does a detailed analysis about the literature work 
done in this field; Section 4 explains the step by step procedure of implementing review analysis using 
SVM; Section 5 tabulates all the experimental outcomes and compares with the results of existing 
works; Section 6 concludes the research work.

2. TERMINOLOGIES

•	 Natural language processing (NLP): It is applied in sentiment analysis to review the marketing 
strategies and has reshaped the business approach. The steps of applying NLP (Chowdhury, 2003) 
in analyzing a review includes the process of tokenization; applying Part Of Speech (POS); text 
lemmatization; stop word identification, etc

•	 Tokenization: Tokenization (Webster & Kit, 1992) is splitting a phrase or sentence or paragraph, 
or an entire text document into smaller units or terms. Each of these smaller units are called 
tokens. Tokenization is important because the meaning of the text could easily be interpreted by 
analyzing the words present in the text. Tokenization is a critical step in NLP and jumping into 
the model-building is not possible without applying tokenization (Pentheroudakis et al, 2006).

•	 Bag-of-words: It’s a way of representing text data as a group of words. The bag-of-words model 
is applied in language and document classification (Voorhees, 1999).

A Model for the sentiment analysis is as given in Figure 2.

Figure 1. Labels used to classify the sentiments of the comments
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2.1 Q&A to be Evaluated Before Taking up Sentiment 
Analysis Process Over Dataset
The most probable questions related to the proposed system is given here:

Q1: What are the repeatable words in the dataset?
Q2: The quotable words found in positive and negative comments in the dataset.
Q3: Are the tweets quoted with hashtags? And how many of them are in average in a tweet?
Q4: The possible type of trends found in the dataset?
Q5: In what way they are related with the sentiments?

2.2 Machine Learning Applied in Sentiment Analysis
A number of learning techniques under Learning Models (Supervised and Unsupervised) are applied 
for emotion recognition (Figure 1). Supervised Learning Model (SLM) also known as Spoon Fed 
Algorithm has both input and output. In addition to SLM, the model uses techniques like Phrase 
and Topic Modelling. Phrase Modelling is essentially extracting the frequently used phrases and 
grouping them together. Topic modelling determines the most often used topic identified by adopting 
the technique of Latent Dirichlet Allocation Mechanism (LDA). Extracting the suitable data model 
(Araque et al., 2019) and choosing the appropriate lexical model technique (Cachola et al., 2018) is 
an important step in ML.

The two main machine learning techniques used for sentiment analysis are: Supervised Learning, 
Unsupervised Learning. Unsupervised Learning: It works over unlabeled dataset ex. Clustering. 
Supervised Learning: It works over the labeled dataset. This supervised dataset is first trained and 
the significant outputs are obtained in the decision-making phase.

A good learning algorithm learns the selection of certain features to detect sentiments. A number 
of machine learning algorithms are applied in sentiment analysis. The frequently used feature selection 
approach in sentiment classification are:

1. 	 Term frequency; Inverse Document frequency
2. 	 POS
3. 	 Negations
4. 	 Opinion analysis

2.2.1 Sentiment Analysis Tasks
Sentiment Analysis is a multifaceted task and includes the following tasks:

1. 	 Subjectivity Classification: The type of classification in which the sentences are classified as 
opinionated or not opinionated.

Figure 2. General model of sentiment analysis
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2. 	 Sentiment Classification: Once after subjectivity classification is done, sentiment classification 
identifies the polarity as positive or negative. The Classification can be two class or multi-class 
with class labels.

3. 	 Complementary Tasks: This includes object extraction and feature Extraction. The former 
discovers opinion holders or sources and the latter discovers the target entity.

2.2.2 Levels of Sentiment Analysis
There are different sentiment analysis techniques namely Sentence, Aspect or Document. The sentence-
based analysis finds the sentiment of a sentence. Aspect based analysis finds the property of an entity 
in a sentence. The third approach finds the sentiment of the whole document.

There are various levels of sentiment analysis namely word-based, sentence-based, document-
based, and feature-based.

2.3 Open Challenges and Proposed System
There are number of challenges in the sentiment analysis (Mozetič et al, 2016) techniques followed 
in literature:

1. 	 A lack of specification still persists while classifying the words or documents. A word can have 
different meaning in different realm. Often there can be inconsistencies amongst human annotators 
(Kralj Novak et al., 2015). Though the task seems rather simple, at times it can be difficult to 
classify annotators.

2. 	 Dealing with special characters is still a challenging and demanding task.
3. 	 Graphics and symbols example emoticons etc. are tricky to classify.
4. 	 Data problem: Textual data is highly inconsistent.
5. 	 Language Problem: Yet minimal work is still left undone in languages other than English.
6. 	 Availability of inadequate labelled dataset.
7. 	 The ways of dealing with complex sentences (many adverbs, adjectives) is still a challenge 

(Mendes et al., 2020).
8. 	 Recognizing the subjective parts of the text.
9. 	 Domain Dependence.
10. 	Sarcasm Detection.
11. 	Thwarted Expressions.
12. 	Explicit Negation of sentence.
13. 	Entity Recognition.
14. 	Classifiers for subjective and objective sentiments.
15. 	Handling the comparative sentences.

It’s well known fact that a number of customized processing engines for document analysis are 
proposed and implemented by researchers. However, not all models work with all dataset. Naive Bayes 
algorithm works well with huge dataset and Logistic regression sounds good with binary dataset. In 
general, there are 2 approaches to analyze Sentiments:

1. 	 One way is to either use SaaS (Software as a Service).
2. 	 Other way is to design an algorithm (Astya et al., 2017).

3. LITERATURE STUDY

Recently, there have been a lot of developments in the domain of sentiment analysis and numerous 
challenges left unaddressed. Hence a very detailed analysis is done over the algorithms applied by 
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the researchers, their methodology, advantages of the approach and the concerns. A number of latest 
works done by researchers in this field is taken for study and it is found that a wide variety of them 
uses SVM or SVM in combinations with other algorithms. Many of these either work on the reviews 
posted by customers in online e-stores or with the tweets posted by them in twitter. These works are 
differentiated and tabulated as (Table 1 and Table 2) for better understanding. Table 1 signifies in 
detail the objective, methodology, dataset used, pros and cons of the recent research works that focus 
on applying SVM in detecting the sentiments from the reviews posted by customers. The dataset 
taken up by the authors referenced in the Table 1 are either a standard dataset or self-created dataset 
formed by scraping reviews from specific e-stores websites. Table 1 details 7 recent papers falling 
in the range since 2017 to 2020 that are narrowed down based on the proposed problem statement.

Table 1. Review analysis using SVM

Ref/ 
Year Objectives Methodology Dataset Advantage Disadvantage

Performance 
Measure 

Value

(Kumari et 
al., 2017)

Sentiment 
analysis of 
the various 
reviews on 
smart phones 
using SVM.

Text pre-
processing, 
transformation, 
clustering, SVM 
classification

Phone brands 
reviews

SVM sounds good 
with overlapping 
points

The NLP methods 
cannot understand 
sarcasm, 
emoticons etc.

Accuracy 
90.90%

(Korovkinas 
et al., 2017)

To build 
a good 
classifier for 
sentiment-
analysis

Naïve Bayes and 
SVM classifier

Movie dataset, 
Amazon 
customer 
reviews

Can handle lengthy 
sentences, better 
accuracy obtained, 
reduced data pre-
processing time

Minimal 
accuracy, the 
NLP methods 
cannot understand 
sarcasm.

Naïve bayes. 
0,14% - 0.67% 
increment 
for SVM and 
2,84%-6,99% 
Naıve Bayes.

(Ahmad et 
al., 2017)

Sentiment 
analysis 
to classify 
tweets using 
SVM

Convert text 
files into ARFF 
format and apply 
SVM.

Self-driving 
cars dataset, 
dataset 
containing 
tweets about 
apple products

Gives a prediction 
independent of the 
type of dataset.

Minimal 
accuracy, the 
NLP methods 
cannot understand 
sarcasm.

Accuracy with 
two datasets: 
59.91%, 
71.2% 
respectively

(Ahmad et 
al., 2018)

To measure 
the 
performance 
of SVM 
using grid 
search 
technique.

Dataset insertion 
into WEKA, 
Pre-processing 
(TF-IDF,Stop 
words, 
Stemming, 
words to 
keep, n gram 
tokenizing), 
Classification 
(SVM using 
grid search 
technique, k-fold 
cross validation,) 
and Results.

Tweets related 
to Apple, 
Google, 
Microsoft 
and Twitter, 
dataset 
containing 
tweets 
related to 
U.S. airlines, 
(IMDB) 
reviews 
dataset

Improved 
performance 
compared to 
(Ahmad et al., 
2017)

The underlying 
meaning of the 
sentence is yet to 
be learnt.

Highest 
Accuracy, 
fscore, 
recall = 
87.2,86.8,88.7

Table 1 continued on next page
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Table 2 is organized focusing on different machine learning algorithms based on clustering, 
classification, CNN, NLP, RNN and fuzzy based approach. These works are applied over tweets for 
detecting their sentiments. It includes around 20 latest works taken from 2015 to 2020 explaining 
the algorithm used with pros and cons of each of them. Every single research work either expands or 
updates the results as compared to its referential work. However, a common challenge that is faced 
by all of them is the risk of overfitting or the implementation to be more expensive or increased 
training time or minimized accuracy.

Ref/ 
Year Objectives Methodology Dataset Advantage Disadvantage

Performance 
Measure 

Value

(Ali et al., 
2016)

One-Class 
SVM and 
binary 
class SVM 
for Spam 
Classification

Data cleaning, 
pre-processing, 
Feature 
reduction using 
the Gain Ratio 
algorithm and 
SVM

Spam-base 
dataset

Classifies the 
mails with a high 
accuracy

Minimal number 
of features are 
used.

Near to 
around 100%

(Mohammed 
et al., 2019)

Compare 
Naïve Bayes 
and SVM 
algorithm for 
spam email 
classification

Data cleaning, 
pre-processing, 
Feature 
reduction and 
SVM

Spam 
Data and 
SPAMBASE.

100% precision 
was achieved 
which means 
that out of all 
the positive 
predictions, all the 
spam mails were 
classified correctly.

Recall of SVM 
(87%) is lesser 
than Naïve Bayes 
(92%)

SVM 
algorithm 
(98.3% 
accuracy, 
100% 
precision) 
outperforms 
Naïve Bayes 
Algorithm in 
precision.

(Xia & 
Deng, 2020)

Apply 
Cluster 
Intelligence 
and classify 
the email as 
spam

Data pre-
processing, 
Particle swarm 
optimization and 
SVM

Network 
public dataset 
with 5000 
samples

Particle swarm 
optimization 
could find optimal 
values of the SVM 
parameters

Improper 
handling 
of sarcastic 
sentences

Accuracy has 
been improved 
by 12.841% as 
compared to 
(Mohammed 
et al., 2019)

Table 1 continued
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Table 2. Tweet Analysis using ML Algorithms

Reference Methodology Dataset Algorithm Advantage Disadvantage

(Zhang et al., 2020) Classification Twitter Support 
Vector 
Machine

Filters useful mails 
and messages.

Requires much 
more time to 
process

(Chen et al., 2018) Clustering Microblogs Naive Bayes Prevents the loss of 
valuable time and 
information if a 
server fails

Zero probability 
problem

(Madisetty & 
Desarkar, 2018)

Convolutional 
Neural 
Networks

Twitter 
Tweets

Deep 
Learning and 
feature-based 
methods

Gives input 
to the clients 
about messages 
subsequently 
decreasing 
misclassification.

Risk of 
overfitting

(Rajapaksha et al., 
2017)

Clustering Twitter 
Tweets

Hierarchical 
clustering

Recognizing 
oddities, considering 
the fleeting 
progression of 
information streams 
in web-based media.

Cannot analyze 
high-dimensional 
data

(Liu & Chen, 2019) Convolutional 
Neural 
Networks

Patient 
descriptions 
from social 
media

Deep 
learning-
based 
methods

Detects incorrect 
medical 
information.

High error 
susceptibility

(Feizollah et al., 2019) Convolutional 
Neural 
Networks

Word2Vec 
and GLoVe 
models.

Deep 
learning-
based 
methods

Detects all Illegal, 
boycotted items

Mediocre 
accuracy value

(Amin et al., 2020) Recurrent 
Neural Network

A collection 
of tweet 
dataset

Naïve Bayes High in accuracy 
and performance.

High error-
susceptibility.

(Tocoglu et al., 2019) N-gram method Turkish 
tweets from 
twitter

Naïve Bayes 
classifier

Works only for 
positive and 
negative emotions.

Very expensive, 
and requires a 
large amount 
of memory and 
computational 
resources

(Liu et al, 2019) Fuzzy Approach 
Methodology

Tweets from 
twitter

Support 
Vector 
Machine

Requires less 
computing Power

The results are 
perceived based 
on assumption

(Leis et al., 2019) Natural 
Language 
Processing

Sequential 
groupings 
of posts and 
remarks from 
twitter

Neural 
Network

The model is robust 
to missing data

Requires high 
computational 
power

(Razzaq et al., 2019) Natural 
Language 
Processing

Taobao 
tweets

Support 
Vector 
machine

Predictions are 
faster

Not suitable for 
large data sets

(Jelodar et al., 2020) Natural 
Language 
Processing

Reddit 
Comments

Kernel SVM More efficient and 
less cost

Long training 
time

Table 2 continued on next page
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3.1 Contributions of the Proposed Work
The literature work done in section 3 focused on applying SVM in different strengths for sentiment 
analysis. Though sentiment analysis is a huge research area with several challenges, the proposed 
article aims to apply SVM on analyzing tweets by adopting different ways of preprocessing, feature 
extraction and hyperparameter (k) tuning.

The contributions of the proposed work includes:

1. 	 Applying optimal NLP and feature selection techniques in preprocessing the IMDB reviews.
2. 	 Builds a precise SVM classifier by tuning with optimal hyperparameters and choosing the 

appropriate kernel for the proposed problem.
3. 	 Proposing the usage of Chi square selector to identify the optimal value of k.
4. 	 Applying the k-cross validation GridSearch method for Hyperparameter tuning.
5. 	 Creating an ensemble bagging model to fetch the correct count of base estimators leading to 

higher accuracy.

Our proposed approach uses SVM learning models with modified preprocessing, feature selection 
and kernel methods. The experimental results prove that the precision and accuracy obtained are 
better as compared to existing models.

Reference Methodology Dataset Algorithm Advantage Disadvantage

(Chiroma et al., 2018) Prism Suicide 
related tweets

Prism and 
SVM

Cost efficient Time consuming

(Imran et al., 2020) Deep Neural 
Network

Twitter covid 
related tweets

Logistic 
Regression

Less time 
consuming

Extremely 
expensive to 
train

(Alnajran et al., 2018) Twitter 
preprocessing 
methodology

Brexit twitter 
Dataset

Clustering 
Algorithm

Preprocessing 
methodology

High time 
complexity

(Hmeidi et al., 2015) Convolutional 
neural network

Free Arabic 
news text 
documents

Support 
Vector 
Machine

Requires minimal 
preprocessing 
procedure

Loss of internal 
data

(Blasch et al., 2019) Convolutional 
neural network

Twitter 
Dataset

Support 
vector 
machine 
and logistic 
regression

Higher Accuracy Assumption of 
linearity between 
the dependent 
and independent 
variable

(Abualigah, 2020) Natural 
Language 
processing

Twitter and 
youtube 
comments

Support 
vector 
machine

Scales relatively 
well to high 
dimensional data.

Does not perform 
well if there is 
very large dataset

(Dias et al., 2018) Supervised 
Learning

Corpus data Naive bayes Requires less 
training data

Overrated 
decision 
boundary

(Dastanwala & Patel, 
2016)

Natural 
language 
processing

Twitter 
dataset

Text Mining Efficient analysis 
of data

Invasion of 
privacy

Table 2 continued
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4. IMPLEMENTATION METHODOLOGY OF REVIEW ANALYSIS USING SVM

This section explains the steps of implementing the proposed system, a flowchart explaining the 
sequence of operations done, hyperparameter tuning procedure and model building procedure. The 
experimental results of each of them is shown the Section 5.

4.1 Steps Followed in Proposed Methodology
The very first procedure of review analysis is a detailed study done on the structure of the dataset, the 
type of contents in the dataset. Subsequently the dataset is visualized to know the proportional split 
up of words in it. Based on the understanding of all these, the data preprocessing procedure is done.

Figure 3 details the step by step implementation of the proposed methodology.

4.2 Understanding the Dataset and its Structure
The dataset is used in the paper is IMDB reviews downloaded from the Kaggle datasets. It contains 
50,000 highly polarized IMDB reviews with less than thirty reviews for each movie. It is a 
2-dimensional dataset which contains 2 attributes namely reviews and sentiment. The review column 
has the reviews and sentiment column tells whether the review is positive or negative. A negative 
review is identified as the review with score lower than 4/10 and a positive review has review higher 
than 7/10. There are 25000 records available for each class of reviews. It does not contain null values 
and is a balanced dataset.

4.3 Dataset Visualization
The dataset can be visualized using the word clouds and matplotlib library:

1. 	 Summary statistics: The summary of the columns in dataset is printed using the describe() 
function of pandas library. As it can be seen from the same, 50000-49582 = 418 rows are 
duplicate. Thus, the duplicates were removed in the data pre-processing process. In the Figure 
4, only the sentiment column is analysed and it looks very uniform in values.

2. 	 Positive vs. Negative class proportion: The ratio of negative to positive class was found out 
by plotting the same. The count of all positive and negative reviews is plot in the pie chart. As 
it can be inferred from the pie chart in Figure 5, this is a balanced dataset.

3. 	 Wordclouds: Wordclouds help us to know the frequent words used in a specific class. Wordclouds 
show the more frequent word in bigger font compared to the less frequent words. Figure 6 shows 
the wordclouds of both the classes. Negative reviews wordcloud contains words like bad, least, 
better, never, little etc whereas the positive reviews wordcloud contains words like good, well, 
really, great etc.

Figure 3. Step by step methodology of the proposed system
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Figure 6. Word clouds for the negative and positive reviews

Figure 5. Positive versus negative reviews

Figure 4. Summary of dataset attributes
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4.4 Dataset Pre-Processing
The steps done in pre-processing is given here: converting the text into lower case removing the 
non-english words and non-ascii characters from the reviews. The review is tokenized into words. 
Stopwords (list present in nltk python library), punctuations (list in string module) and emoticons 
are removed from the reviews. The words are then stemmed using PorterStemmer of nltk library, 
appended and finally returned as shown in Figure 7.

Based on the nature of the dataset, feature extraction, dimensionality reduction, normalization 
and sampling are done. Increase in the number of features, increases the possibility of overfitting 
and results in a poor performance on the dataset. Once after the feature selection is done, the data 
is split into a training set and testing set following which the model is fit using an SVM classifier. 
The sentence level, aspect level and document level analysis is done in the forthcoming sections. 
The PorterStemmer class of NLTK library performs the sentence level analysis, the count vectorizer 
handles the work or aspect level analysis. The document level analysis is one by forming a word cloud 
that discerns the positive and negative aspect of the context in the document.

From the dataset summary obtained, it’s found out that the dataset contains duplicate values and 
the duplicate values are dropped. The dataset doesn’t contain null values and does not require to be 
handled explicitly. Since the dataset is balanced, techniques for handling imbalanced datasets like 
under sampling, SMOTE, oversampling etc is not applied.

4.5 Train-Test Split and Vectorization
A train-test split is done and following which the dataset is divided into two parts. 75% of the data 
is taken as the training part and 25% of the dataset is taken as the testing part. As machine learning 
models only accept numerical values as inputs, the words of reviews need to be converted to floating 
point or integer values using Count Vectorizer. Count Vectorizer is applied which converts the 
collection of word documents into vector of token counts (Figure 8).

Figure 7. Preprocessed dataset

Figure 8. Dataset after CountVectorization
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4.6 Feature Selection
The results of count vectorizer produces a matrix of document-word-count. The word-count vs 
document vector is analysed to identify the appropriate words which can act as features and this 
feature selection is done using the Chi square selector test. The chi square selector identifies the 
relationship between the chosen word and the predictor variable. The words that contributes much 
to the predictor variable are taken up as best features or attributes. Chi square test builds its own 
hypothesis, constructs the contingency table for analysis, applies the heuristic principles and calculates 
the chi square statistic values. Finally it decides upon the right hypothesis either null or alternative 
for every individual word. Thus, this test is used to select the best attributes or features and are taken 
forward for training. This procedure avoids overfitting. Also, during the execution of the model, the 
number of attributes to be selected are varied to get the best accuracy. Alternative to chi square in 
literature TF-IDF, fisher’s exact test, are applied. However the chi square feature selection method 
choses the words that are highly dependent on each other and it is a robust feature selection method.

4.7 Parameter Tuning of SVM Model
The hyperparameters of the SVM classifier i.e C, gamma and kernel are tuned by using GridSearch. 
GridSearch takes a set of values that each parameter can be tested for and identifies the possible 
combinations of the set of values. GridSearch trains the SVM classifier in pairs. It finds the (a,b) 
pair for each classifier, where a represents the regularization constant and b represents the kernel 
hyperparameter. The k-cross validation was performed to test multiple models with the same 
parameters. The training data is divided into k-subsets of same size. On an interim basis, one subset 
is tested using the classifier built on the rest of the k-1 subsets. K-cross validation overcomes the 
overfitting problem and finally the best score and hyperparameters drawn from the best score is 
found out. In section 4.5 the dataset is split into training and test sets to apply Vectorization and to 
perform chi square analysis. The chi square feature selection is done on the training data in order to 
measure the hypothesis value. This differs from the GridSearch which applies cross validation for 
training the SVM classifier.

4.8 Training the SVM Model
The SVM classifier is then used to build the model. The accuracy of the classifier is measured. 
To further improve on the metrics, bagging technique is used. Bagging generates various models 
having their training dataset formed by performing sampling with replacement on the main training 
dataset. The final prediction i.e the output class is then determined using the voting method. The base 
estimators chosen during execution of the bagging algorithm decides the accuracy of classification. 
An increase in number of base estimators will increase of probability of allocating the review to the 
right class. Let say there are n estimators of which m chose the review to be positive and n-m chose it 
to be negative them the review would be allocated to class positive if m>n-m else negatice if n-m>m.

5. EXPERIMENTS AND RESULTS

5.1 Performance Metrics Applied
The proposed model is evaluated using metrics like accuracy, precision and recall measures. The 
better the metrics value of the algorithm, the better the model. The four metrics used are given in 
Eq. 1, Eq. 2, Eq. 3, Eq. 4:

Accuracy
True Positive True Negative

Total samples
=

+  

 
	 (1)
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Precision
True Positive

True Positive True Negative
=

+
 

  
	 (2)

Recall
True Positive

True Positive False Negative
=

+
 

  
	 (3)

F score
Precision Recall

Precision Recall
1 2− =

+
*

* 	 (4)

The values of evaluation metrics were improved by varying various parameters like: Dataset is 
trained using different train-test split ratios; the number of features selected by chi2 selector is varied; 
Grid Search Algorithm is used on various hyperparameter values to get the best hyperparameters; 
bagging is done by varying the number of estimators and finally compared with existing literature.

The performance of the model is tabulated in Table 3. The precision, recall and F1-score values 
indicate that the model prediction is not biased as almost all of them lie closer to each other. This 
signifies that the true positive value is high comparatively with other parameters.

The detailed results of the proposed model for class 0 and 1 with support values is given in Table 
4. The work focusses on identifying a series of approach that increases the classification accuracy of 
predicting the positive reviews as positive and negative reviews as negative. However, in future the 
work can be extended to further distill the incorrectly predicted review samples uses other higher 
end machine learning algorithms.

Table 3. Performance metric value of the proposed model

Metric Value

Accuracy of the model using SVC 0.934

Precision 0.93

Recall 0.95

F1-Score 0.94

Table 4. Resultant Metrics obtained for both the positive and negative class of reviews – from the running model

Accuracy of the model using SVC = 0.934 F1-score Support

Precision Recall

0 0.93 0.95 0.94 1065

1 0.94 0.92 0.93 1026

Accuracy 0.93 2091

Macro avg 0.93 0.93 0.93 2091

Weighted avg 0.93 0.93 0.93 2091
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5.2 Train-Test-Split Ratio
Various different Train-test split ratios were tried as tabulated in Table 5. The train-test split was done 
using the sklearn library’s function. It was done by choosing records randomly from the dataset. The 
training set should neither be very large nor biased towards one class compared to the testing set. This 
prevents overfitting. It is found that testing accuracy was highest for 75-25 percent split and slightly 
decreases as we increased or decreased the ratio. Thus, 75-25 percent was chosen for further analysis.

5.3 Chi Square Selector Optimal K-Value
Chi square Selector was used to select the k-best features from the processed dataset. The value of 
k was varied to maximize the accuracy. A small value of k ignores important features and a large 
value of k may include unnecessary features resulting in a poor accuracy. On repeatedly building the 
model with different values of k, the accuracies obtained are tabulated in Table 6. A count of 2000 
features yields maximum accuracy. This accuracy is further increased in forthcoming steps (Figure 9).

Figure 9. Accuracy obtained with different number of features i.e k value in Chi square selector

Table 5. Accuracy values in different trials of train-test split ratios

Train-Test split ratio Accuracy (%)

70-30 92.87

75-25 93.40

80-20 93.18
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5.4 Hyperparameter Tuning by K-Cross Validation GridSearch Method
GridSearch was used to optimize the hyperparameters of the SVM Classifier. The values given to 
GridSearch are given in Figure 10. GridSearch takes a set of values that each parameter can be tested 
for and identifies the possible combinations of the set of values. GridSearch trains the SVM classifier 
in pairs. It finds the (a,b) pair for each classifier, where a represents the regularization constant and 
b represents the kernel hyperparameter.

K-cross validation GridSearch applies the algorithm to each of the possible combinations of the 
parameters provided in the list parameter_svm. As seen in the Figure 11, the optimum value from 
the values are passed as parameters to the function, C=100, gamma-0.01 and kernel= RBF gives the 
best output accuracy of 92.66%. k-fold cross validates the samples in the data and the SVM classifier 
is applied over different folds of dataset. The normalization of the textual data is done during the 
hyperparameter tuning and the optimal hyperparameter extracts only the required content from the 
reviews and thereby reducing the dimension.

Table 6. Accuracy value with varying k value

Number of features Accuracy (%)

Without Chi 84.52

300 85.66

500 86.68

1000 87.02

1500 87.54

1800 87.69

2000 87.94

2100 87.32

2200 87.32

2300 87.32

2500 87.32

Figure 10. Parameters to GridSearch
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5.5 Varying the Number of Base Estimators in Bagging Algorithm
The accuracy is further increased by using the bagging algorithm with the base classifier as our newly 
built SVM classifier. The number of base classifiers of the bagging algorithm were varied to find 
the most optimal solution. Bagging in general opts voting method. The predicted result of majority 
of classifier is considered than the result produced by marginal number of classifiers. Bagging with 
SVM on the other hand overcomes overfitting as if avoids increasing the weightage of incorrectly 
predicted reviews as like boosting.

As can be seen from the Figure 12, the best accuracy was at 90 base estimators (Table 7).

Figure 12. Accuracy achieved by changing number of base models in Bagging

Figure 11. Output by GridSearch algorithm
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5.6 Comparison With Existing Literature
Comparison of accuracy with existing literature for sentiment analysis problem is tabulated in Table 
8. It shows that the proposed model gives a better accuracy compared to the existing models.

(Mullen & Collier, 2004) built an SVM for sentiment analysis over a smaller music review dataset. 
They applied linear kernel which proved not better than other kernels as the preprocessing done was 
very minimal. Whereas in the proposed wok a number of preprocessing procedures were employed 
over the text which increased the accuracy to higher values.

(Sahu & Ahuja, 2016) built an ensemble model over rotten tomatoes review dataset. It applied a 
number of preprocessing procedures over the reviews. Following which a 10-fold cross validation was 
applied on the dataset. A number of ML algorithms were applied and finally Random forest ensemble 
model proved with higher accuracy level of 88.57. However, the proposed work puts together the 
ensemble model with SVM as a classifier, hence raising the performance still better than the former.

Though the work by (Kumari et al., 2017) applies text preprocessing procedures followed by 
SVM over reviews of smart phones, the NLP does not greatly handle sarcastic sentences whereas 
the proposed method builds the bag of clouds, trains the model using GridSearch approach and so 
handles even complex sentences.

The work proposed by both (Korovkinas et al., 2017) and (Ahmad et al., 2017) were not able 
to handle sarcastic review sentences and used SVM with NB and SVM respectively and accuracy 
values were minimal as compared in Table 8. (Ahmad et al., 2018) analyzed individual words in the 
IMDB reviews. It applied SVM using Grid Search technique. Yet, it was unable to understand and 
process the context of any full sentence. The proposed method applies an ensemble model which 
takes multiple iterations in identifying the right number of base estimators thereby recognizes the 
context of any complex sentence.

(Yasen & Tedmori, 2019) employed the use of 8 classifiers in processing the IMDB reviews 
and generated an accuracy of 87.45 using SVM. Also it does not use any specific preprocessing or 
feature selection methods while the proposed ones shows very good results as compared to the former.

Table 7. Accuracy value with varying base models

Number of estimators Accuracy (%)

No bagging 92.3

10 91.39

20 92.10

30 92.44

40 92.44

50 92.49

60 93.35

70 93.20

80 93.30

90 93.40

100 93.35
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Table 9 features the articles that has taken up the IMDB dataset along with the procedure and 
methods adopted. Accuracy is the statistical measure that is used to predict the accuracy of the 
classifier in majority of the research works and the same measure is used in the proposed model for 
comparison purpose.

An extended future work of sentiment analysis with textual data can be done by applying 
intent analysis procedures, context analysis procedures using fuzzy rules or linguistic rules. One of 
the major challenge with English text content is the numerous combination of word-sentence, the 
different ways of writing pattern. Also, understanding the sense or meaning or the context in which 
the sentence is written is arduous. Deep learning and deep neural networks can create new frontiers 
for sentiment analysis.

Table 9. Comparison of accuracy with existing works over IMDB dataset

Existing work and 
proposed work 

Dataset Procedure Methods Adopted Accuracy

(Ahmad et al., 2018) IMDB TF-IDF, Tokenization, WordsToKeep 
Procedure, SVM Classifier

SVM with 
GridSearch

87.2

(Yasen & Tedmori, 
2019)

IMDB Tokenization, Attribute Selection: Gain 
Ratio, Classification using classifiers

Eight Classifiers 
were used namely 
NB, BN, DT, KNN, 
RRL, SVM, RF, and 
SGD

87.45

Proposed Model IMDB Term presence and their frequency, Part 
of Speech, hyperparameter tuning, Chi2 
selector

SVM with 
GridSearch, SVM + 
Bagging

93.40

Table 8. Comparison of accuracy with existing works using SVM

Existing Literature Objective of the paper Accuracy 
achieved (%)

(Kumari et al., 2017) To do a sentiment analysis of smart phone product review using SVM 
classification technique

90.9

(Korovkinas et al., 
2017)

To use Naive Bayes and SVM classifier, Ensemble for sentiment 
analysis

89.19

(Ahmad et al., 2017) To perform sentiment analysis on tweets using SVM 71.2

(Ahmad et al., 2018) To measure the performance of SVM using grid search technique 87.2

(Yasen & Tedmori, 
2019)

To perform movie review sentiment analysis and classification 87.45

(Sahu & Ahuja, 2016) To perform movie review sentiment analysis and classification 88.57

(Mullen & Collier, 
2004)

sentiment analysis using SVM 86

Proposed model 93.40
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6. CONCLUSION AND FUTURE WORK

A number of machine learning techniques can be applied to identify the sentiments from textual data. 
The literature review is done in details in two folds: the first half characterizes the research article 
that uses SVM for text classification and prediction; the second half details the research articles 
that employs usage of machine learning algorithm in tweet analysis. This article builds a sentiment 
analysis model to precisely classify the reviews in IMDB dataset. The analysis of reviews requires 
extracting appropriate features from the reviews that contributes to accurate prediction. As an initial 
step, the bag of model is generated and word clouds are visualized to know the pattern of words 
recurring frequently in the review set. Following which, feature vector is built using Chi square selector 
approach that selects the needed features from the reviews. . The chi square selector identifies the 
relationship between the chosen word and the predictor variable. The words that contributes much to 
the predictor variable are taken up as best features or attributes. The selected features are subjected 
to SVM using GridSearch Technique. GridSearch applies K-cross validation to the SVM algorithm 
and tries every possible combination of the parameters to SVM. The SVM classifiers accuracy is 
learnt by tuning the hyperparameters. The bagging algorithm is implemented on the built model as the 
base estimator. The number of base classifiers of the bagging algorithm was varied to find the most 
optimal solution. The proposed system gives an accuracy of 93.40. It is compared with the accuracy 
of similar featured existing models and yields good accuracy as compared to existing ones. The model 
is robust and stable because of GridSearch and hyperparameter tuning. As a future direction, accuracy 
can be further improved by using techniques that can tune the hyperparameters with more precision.
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