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ABSTRACT

This study proposes using dendrogram clustering as the basis to construct a federated learning 
system for A.I. model parameter updating. The authors adopted a private blockchain to accelerate 
downloads of the latest parameters corresponding to the computation results of an A.I. model. This 
study reduced the computational complexity of the backend server with the A.I. model to elevate 
backend server performance. Furthermore, the authors propose a hash function to determine whether 
the machines added new training data. The experimental results revealed that the proposed method 
could reduce the computational complexity of federated learning and that private blockchains can 
be applied to ensure parameter confidentiality and completeness. In summary, this research uses 
software computing methods to save machine learning data transmission, reduce network load, and 
provide privacy protection for parameter data without updating existing production equipment so 
that small-cost enterprises can import Industry 4.0.
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INTROdUCTION

Material requirement planning (MRP) emerged when people began using information computations 
to assist manufacturing and production operations. M.R.P. is a decision-making model for cost 
management (i.e., raw material purchase schedules and quantities) after manufacturers receive 
purchase orders. As computer performance evolves over time, MRP is gradually incorporated into the 
master production schedule (MPS.), rough-cut capacity planning (RCCP), and capacity requirement 
planning (CRP). It is combined with raw materials, human resources, equipment, and costs to form 
a manufacturing resource plan (MRP-II). Because material requirement planning and manufacturing 
resource planning share the same acronym, they are referred to as “MRP I” and “MRP II,” respectively. 
Over time, enterprises began to integrate MRP II into accounting, finance, human resources, and 
other MRP II-related systems to develop contemporary enterprise resource planning (ERP). MRP 
II is associated with the effective use of resources in operational job scheduling on shop floors to 
decrease production costs and increase production capacity. Namely, it signifies that production 
lines on shop floors can comprise different workers and production equipment working together to 
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manufacture products. Over the past few decades, many studies regarding job sequencing theories 
and other applications have been conducted. (R. Ruiz &T. Stützle.,2007; Luo et al.,2013; Zhao et 
al.,2021). Commonly seen scheduling models include job sequencing, flow shop, job shop, mixed 
shop (D-Shop), and open shop (Noor, Sahar, et al., 2009).

The Internet of Things (IoT) has emerged following the confluence of Internet ubiquity and 
the minimization of the chip manufacturing process. The application of IoT in shop floors enables 
manufacturing equipment to display operating equipment-related information to on-site personnel in 
real-time or transmit related parameters to backend servers to perform related artificial intelligence 
(A.I.) computations that allow the optimal production parameters of various items to be obtained. 
On a shop floor, each production line is composed of a variety of machines and personnel. Before 
switching to different machines to produce different things, the machines may need to be turned off 
to allow parameters to be adjusted before restarting. Thus, parameters may need to adjust in response 
to various scheduling patterns, necessitating different settings. Industry 4.0 refers to transmitting 
production equipment parameters to backend computation systems to obtain optimal machine operation 
parameters under certain scheduling constraints. Many Industry 4.0 devices rely on A.I. models to 
conduct intelligent automated processes. Servers must constantly train the A.I. models to enhance 
identification accuracy and improve production yield. The concept of federated learning (F.L.) has 
been developed to help devices calculate relevant parameters on the client side before encrypting and 
sending the data to the server. After collecting the uploaded data, the server generates an optimal 
solution through gradient descent. Finally, the server sends the optimal solution back to the client side 
for updates, improving the A.I. model accuracy. The FL technique only needs to collect the parameters 
of the device without needing to collect client-side information, thus avoiding privacy concerns.

During FL computation processes, deep learning requires the transmission of a significant quantity 
of data to backend servers for training and testing. The term “client-side” refers to the production 
equipment and machines; all machines on shop floors can be linked to a network and exchange data 
with backend servers. Although these client-side devices use private Internet protocol (I.P.) addresses 
and both client-side and backend servers belong to an enterprise’s intranet, information security and 
management problems may occur. For example, unlike general desktop computers, the computer 
operating systems for controlling client-side production equipment do not undergo security updates 
or version updates when their developers introduce updates. Because such production equipment and 
machines are customized devices closely associated with the kernel components of operating systems, 
unexpected updates of the computer operating systems controlling devices may cause the control 
interface of relevant devices to malfunction and production lines to shut down. Malfunctioning of the 
computers controlling production line machines results in serious enterprise losses. In addition, using 
computers that are too old entails possible encryption problems related to information transmission. 
When linked to networks, production line equipment may come under distributed denial-of-service 
(DDoS) attacks. In an enterprise intranet, if a trojan horse infects one employee’s personal computer, 
the infection may spread to production machines. Moreover, the production machines may become 
part of the DDoS attack and attack the servers via the intranet. Firewalls that are used to prevent 
external hacker attacks do not provide protection against attacks from the intranet. This type of DDoS 
on backend servers can cause production line failure.

Production line failure is mainly caused by the large computational load of backend servers and 
DDoS. From the perspective of the backend servers, each production line on a shop floor is composed 
of different production machines. The backend servers must update the corresponding A.I. models. 
From the perspective of the frontend servers, if each production machine computes parameters 
independently and transmits the results to the backend servers for integrated computation, the backend 
servers may need to receive and process large quantities of data. In addition, among the production 
devices of an enterprise, there may be numerous machines that belong to the same model and code. 
Thus, when such machines transmit data, the computational complexity of backend servers may 
increase because they must identify the different frontend devices. The optimal production parameters 
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required for frontend devices of the same model may be identical. Separating such parameters to 
the backend servers may cause redundant computations and increased loading. Backend servers in 
the original F.L. application already collect massive computation data. The backend servers must 
compute existing parameters and update optimal parameters for each cline-side A.I. module. Thus, 
when the backend servers are under DDoS attacks, the overwhelming workload will terminate the 
client-side parameter updating services, causing production line failure. On the other hand, F.L. 
has the following four problems: P1. High computational complexity and time-consuming optimal 
parameter calculation; P2. A.I. models need to download the optimal parameters from the server, 
causing extra loading on the server; P3. The encryption technology must be lightweight in privacy 
protection to lower communication and calculation costs; P4. The server cannot continue updating 
the optimal parameters if it encounters attacks.

The study wants to achieve uses software computing methods to save machine learning data 
transmission, reduce network load and provide privacy protection for parameter data without updating 
existing production equipment so that small-cost enterprises can import Industry 4.0. Therefore, this 
research presents a dendrogram clustering F.L. system suited to Industry 4.0 that utilizes dendrogram 
clustering to group A.I. models, allowing the A.I. models with diverse requirements to integrate the 
optimal parameters. The features of this article are as follows:

1.  Every parameter that a machine calculates goes through the hash algorithm, and the server will 
eliminate identical parameters to reduce calculation workload.

2.  After the calculation, the server will redirect the signal to the blockchain for those devices with 
the same parameters to download updated data.

3.  The blockchain parameters enable user devices to verify authenticity quickly.
4.  The blockchain nodes will constantly update the optimal parameters and record the updating 

conditions of each machine.
5.  Each machine will automatically verify the device identification by smart contracts and update 

the optimal parameter.

The experimental results are divided into two parts: 1. F.L. results; 2. Blockchain results. The 
experimental performance has shown that the approach can lower the calculation, improve the 
recognition rate of user devices, and enhance A.I. model accuracy in Industry 4.0, boosting yields 
and productivity.

BACKGROUNd ANd RELATEd wORKS

This research employs the F.L. technique to protect user devices and privacy. The issues of decreasing 
F.L. workload and communication costs have been discussed in many studies. For instance, the 
system in Literature (H. Chai et al., 2021) collects the car behaviors on the Internet of Vehicles (IoVs) 
through local stations and conducts the optimal parameter training via F.L., achieving the optimal 
conditions of IoVs. Moreover, the system increases the calculation speed and data volume through 
stratified training. Literature (P. Zhang et al., 2021) uses F.L. to update the equipment parameters in 
the Industrial Internet of Things (IIoT); nonetheless, due to the lower calculation capacity in IIoT, the 
F.L. technique is in charge of transmitting the optimal calculated parameters to the IIoT for updates, 
which improves IIoT’s accuracy. The mechanism in Literature (S. Oh et al., 2020) delivers the 
identifying requests of A.I. models to user devices. When the user device collects specific error rates, 
the system calculates the parameters and sends the result back to the server for optimal computing, 
reducing network communication burdens and workload. Literature (Y Chen et al., 2020) collects 
IIoT data by adding a weighting mechanism; the system will select the data with higher weighting 
to execute parameter training for lowering communication costs and improving AI-model accuracy. 
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The user device in Literature (F. Sattler et al., 2020) sends the selected parameters to the server for 
calculating the optimal results after three layers of filters, cutting the transmission volume and costs. 
Apart from applying F.L. in IIoT, the technique can also operate in smart healthcare. The system in 
Literature (M. A. Rahman et al., 2021) delivers users’ health information collected from a wearable 
device to F.L.; the F.L. technique will calculate the A.I. model’s optimal parameters to maintain the 
best setting helping the device judge users’ health conditions. The system in Literature (R. Kumar 
et al., 2021) scans patients’ X-ray pictures to evaluate health conditions; to enhance accuracy, the 
researcher uses error data to develop the optimal parameters by F.L. and update the A.I. model for 
higher performance. Literature (H. Jin et al., 2021) attempts to run the optimal training on all A.I. 
models in the local network at a hospital, allowing the IIoT detection and intelligent recognition to 
reach higher accuracy. Finally, Literature (D. Połap, 2021) saves the medical equipment parameters 
in a database for F.L. to find the optimal setting, updating relevant data in the hospital and work 
stations through the database.

Furthermore, the design in Literature (Y. Zhan et al., 2020) encourages users to send their device 
parameters to the server for optimal setting training and enables nearby devices to share the data. 
Literature (L. Ahmed et al., 2020) trains and tests samples by active learning, and F.L., the optimal 
parameters generated by the combination can lower the recognition rate. To reduce the computing 
workload of the server, Literature (P. Tam et al., 2021) collects user data to train on the local side. 
Afterward, transmit the obtained parameters to the server for further calculation, and the process at the 
local side helps ease the communication loading of the server. In Literature (D. C. Attota et al., 2021), 
the study introduces the network security mechanism for the IoT; the F.L. technique prevents the server 
I.P. address from exposing, successfully avoiding DDoS attacks. Finally, Literature (I. Donevski et 
al., 2021) updates drone parameters by F.L., benefiting the drone equipment’s recognition accuracy.

Literature (Y. Lu et al., 2019) stores user device parameters in a blockchain and F.L. can collect 
the parameters from the blockchain and find the optimal setting. Literature (W. Zhang et al., 2020) 
suggests an error detection method for IoT. Firstly, the system creates a Merkle Tree to record the 
result of each IoT recognition rate and then calculate the results accordingly; if the differences vary 
significantly, meaning the IoT device is abnormal. The system in Literature (G. Hua et al., 2020) 
updates the machine learning equipment synchronously by blockchains. Literature (H. Kim et al., 
2019) utilizes blockchains to execute parameter sharing and updates. Literature (M. H. u. Rehman et 
al., 2021) employs blockchains to ensure data privacy and security in F.L., and the method allows many 
user devices to update the optimal parameters. Hence, this article presents a dendrogram clustering 
federated-learning system based on industry 4.0, and the system stores the optimal parameters in 
blockchains for user devices to update to the optimal setting from a blockchain node when needed. 
Dhiman, Gaurav, et al. (2017), Dhiman, Gaurav, et al. (2018), and Dhiman, G. et al. (2019) have 
proposed a novel bio-inspired heuristic algorithm. Satnam Kaur et al. (2022) also presented another 
heuristic algorithm based on the Tunicate Swarm Algorithm. On the other hand, Gupta V. K. et al. 
(2022) suggested a crime tracking system based on machine learning, and Kumar, R. et al. (2021) 
proposed the optimization of fuzzy algorithms. Finally, Chatterjee, I. (2021) analyzed the patentability 
possibility of A.I. models, and Vaishnav P. K. (2021) provided a rapid test analysis for COVID-19.

THE PROPOSEd SCHEME

System Model
The system model is as Figure 1. Firstly, each machine will check whether there are new files or 
pictures added to the device by the hash function. The device will add new files when the system notices 
different product information; meanwhile, when the files are different, the hash value differs as well. 
Thus, the machine will send the calculation result to the base station to process the hash value of the 
device, eliminate those repetitive parameters, and transmit existing calculations to blockchain nodes 
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for further access, which can reduce the workload of repetitive tasks. Additionally, after calculating 
the optimal parameters, the server will save the data directly to blockchain nodes for each machine 
to access nearby locations and reduce the communication workload. The approach developed in this 
study focuses on smart contracts; each machine can auto-calculate through the smart contract to process 
the parameter calculation and update the data in blockchain nodes. Furthermore, the system verifies 
each blockchain parameter to ensure data completeness and privacy, preventing update errors from 
data tampering in nodes. Under the F.L. mechanism, this article collects the A.I. models’ parameters 
from each device to optimize and update them via blockchain, enhancing the A.I. model’s recognition 
rate. Originally, if we wanted to increase the recognition rate of each A.I. model, the system must 
transmit the collected data to the server for training; yet, this will cause privacy issues and produce 
massive communication costs. Consequently, we build privacy protection and lower the training data 
volume under the F.L. mechanism. Table 1 lists the symbols used in this article.

Smart Contract and Network Security Setting
This study utilizes Public Key Infrastructure (PKI) to conduct smart contract verification and private 
communication. The below shows the system initialization process:

1.  The setting of the server is: Public key ( PKIDTA ), private key ( PRIDTA ), and certificate 

( CERIDTA ). 

2.  The setting parameters in each base station are: Public key (PKIDBi
), private key (PRIDBi

), 

and certificate ( CERIDBi
). 

3.  The setting parameters in each machine: Public key (PKIDIi
), private key (PRIDIi

), and 

certificate ( CERIDIi
). 

Figure 1. System Model
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This paragraph describes the verification calculation of the machine and the base station at the 
beginning. Firstly, the machine (I1) will choose a random number (a Z

q
∈ * ); later, the base station 

will use the public key to encrypt the data. The base station will then decrypt the data by the private 
key when receiving the encrypted message; combining with the public key of the machine, the base 
station can obtain the random number a. Afterward, the machine and the base station will treat an as 
the secret key of symmetric encryption to initiate a private communication. The encryption 
communication process is as follows:

The smart contract enables the machine and the base station to verify identities, and the system 
automatically calculates the optimal parameters. Next, the smart contract will update the new 
parameters in the blockchain, which safeguards communication and information security.

The dendrogram Clustering Federated-Learning System
The dendrogram clustering federated-learning system is demonstrated in Figure 2. Firstly, each 
machine will check whether there is new information regularly. Then, set H to represent the hash 

function, and IDIi
 as the current machine information, the formula of the hash value is H

Ii

ID( ) . 
Further, the system will compare the new and existing hash values; if the values are different, the 

system will need to run an optimal calculation. If H H
Ii Ii

 ID ID( ) ≠ ( )
'

, the machine will process 

the A.I. model Θ
IDI1

 and transmit the encrypted data to the base station. Next, the base station will 

Table 1. Notation table

Notation Description Notation Description

PKIDTA The public key of user ID
TA

. Θ
IDIn

The data set of user ID
n

.

PRIDTA The private key of user ID
TA

. L
IDB1

The optimal parameter of user B
1

.

CERIDTA The certificate of user ID
TA

.
∂
∂
L

ω
The optimal value

SK
TA IDBu
↔ The common secret key. H The hash function.
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run the hash function individually after decrypting the message. For example, if the data Θ
IDIn

 has 

existed in the data set, the station will eliminate the data, and the formula is:

Θ Θ Θ Θ
ID ID ID IDIn I I In

H∈ ( )
+1 2 1

|| ...  

Moreover, the station will calculate the optimal parameter L
IDB1

, between Θ
IDI1

and Θ
IDIn+1

, send 

the result to the server. Finally, the server will save the recently calculated parameters in a parameter 
cluster L L L

ID ID IDB Bi Bn1

|| ... . Furthermore, the server will judge if the parameter is repetitive. If so, 

the server will provide the data to the blockchain node for base stations to download the optimal 
parameters; if not, the server will run the optimal parameter calculation by the below formula:

result
True L L L L

false other

ID ID ID IDBj B Bi Bn=
∈







, || ...

,
1








 (1)

If the result is True, the parameter is a repetitive value; the server will notify the base station 
and allow devices to download from the blockchain node directly. If the result is False, the optimal 
calculation is as follows:

∂
∂
= − − −







L

n
L L L
ID ID IDB B Bnω

1
1 2

... ||  (2)

Afterward, the server will transmit the optimal value ∂
∂
L

ω
 to the base station nodes for devices 

to update parameters from the node.

Figure 2. Hierarchical Clustering Federated-learning System
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Blockchain Update and Verification
The server will execute private communication by the secret key with the base station after attaining 
the optimal parameter to transmit the data and utilize its private key to encrypt the data and calculate 
the hash value by a hash function before sending the information to a base station. The encryption 
formula is:

SK PR
TA IDBu TA

L
H

L
↔

∂
∂

∂
∂

























 ID ω ω
||






 

When the base station receives the message, it decrypts the data with the secret key and 

the server’s public key. Next, the base station will calculate the hash value H L∂
∂





















ω

'

 of ∂
∂
L

ω
. 

If H L
H

L∂
∂










=

∂
∂









ω ω

'

, the data transmission is complete. Afterward, the base station employs 

the private key to encrypt the data and deliver the message to its blockchain node; the encrypted 
formula is:

PR PRID IDBu TA u

L
H

L
L T
B

∂
∂

∂
∂

























 ω ω
||








 

Additionally, the encryption and decryption process between the server and the base station is:

After the base station updates the node, it will conduct a private communication with the device 
by the secret key, encrypt the data by:

PR PRID IDBu TA u

L
H

L
L T
B

∂
∂

∂
∂

























 ω ω
||








 

and transmit the encrypted message to the device. Moreover, the symmetric encryption formula is:

PR PRID IDBu TA u

L
H

L
L T
B

∂
∂

∂
∂
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Next, the machine will decrypt the data by the secret key with the public key from the base station 

and the server. Finally, the machine calculates the hash value H L∂
∂









ω

'

 of ∂
∂
L

ω
. If H L

H
L∂

∂










=

∂
∂









ω ω

'

, 

the data transmission is complete, and the machine can update the parameter by formula:

PR PRID IDIu TA Iu

L
H

L
T

ID

∂
∂

∂
∂


























ω ω
|| Θ






 

and update the information to the blockchain node. The encryption and decryption transmission 
formula is as follows:

For anyone who wants to access the device or the blockchain node of the base station, the person 
needs to have the public key and hash function to verify the authenticity and integrity of the message, 
ensuring the data is provided by the server.

EXPERIMENT RESULTS

Network Security Analysis
This article employs PKI and symmetric encryption to encrypt messages. In cryptology, PKI and 
symmetric encryption are recognized as secured approaches, especially the encryption mechanism of 
PKI is developed with Elliptic Curve Cryptography generated by complex mathematical equations, 
which are difficult to tackle. As a result, the proposed network security mechanism can significantly 
ensure transmission safety. Table 2 illustrates the processing speed of various encryption methods. 
Table 3 compares the network security mechanism suggested in this study with others, showing that 
our approach verifies authenticity and integrity by encryption. On the other hand, bitcoins verify by 
the miner’s hash algorithm, which is time-consuming and unacceptable for real-time systems. Our 
system verifies identities by PKI. After confirming the message’s origin, the system will compare 

Table 2. Execution time in milliseconds

Notation Description Execution time (ms)

H HMAC 0.002

ASE R.S.A. encryption 0.19

ASD R.S.A. Decryption 4.65

Se A.E.S. Encryption <0.19

Sd A.E.S. Decryption <4.65
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the plaintext with the hash value; if the results are correct, the information is complete. Furthermore, 
the system has a timestamp (T) to confirm the time source; the above explanation proves that the 
suggested method fulfills the requirements of developing blockchains.

data workload Verification
The dendrogram clustering federated-learning system primarily filters the data layer by layer to 
eliminate calculated or the same data to reduce the computing workload; the larger the data in federated 
learning, the heavier the server computing workload of gradient descent. Figure 3 demonstrates the 
differences between the suggested approach and the workload that does not eliminate redundant data; 
in other words, the massive amount of the same or calculated data will cause the communication 
workload in each device. Additionally, as the federated-learning system relies on the server to calculate 
data and update the devices, the server fails to provide the required services if it has encountered 
malicious attacks; the implementation of blockchain can significantly avoid such kinds of attacks 
and enable users to access the data easily. Therefore, the research has adopted dendrogram clustering 

Table 3. Effectiveness Analysis

Property / Method (H. Yang et al., 
2021)

(Y. Wang et al., 
2021)

(D. Liu and O. 
Simeone, 2020)

The Proposed 
Scheme

Encryption/Decryption

Encryption: 
2*ASE
Decryption: 
2*ASD
Spending time: 9.68 
(ms)

Encryption: 
2*ASE
Decryption: 
2*ASD
Spending time: 9.68 
(ms)

Encryption: 
4*ASE
Decryption: 
4*ASD
Spending time: 
19.36 (ms)

Encryption: 
Se
Decryption: 
Sd
Spending time: 4.65 
(ms)

Figure 3. Experiment Result
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to solve this issue; when a node has been attacked, other devices can access the data from the upper 
layer or nearby nodes, ensuring the entire system’s operation.

The hardware and software equipment is shown in Table 4. We calculate the parameters using 
the TensorFlow Federated framework on mobile phones. In this article, we used 15 mobile phones 
in total, as shown in the Scenario Diagram in Figure 4. The system will share the parameters to the 
server for Hash calculation, eliminating the same values and only leaving the values with different 
Hash values.

The x-axis in Figure 3 illustrates that the mobile phones produced 3,000, 6,000, 9,000, and 12,000 
pieces of parameters, and the y-axis shows the execution time (ms). The computational workload 
will significantly increase when sending a massive amount of parameters to the server for training. 
This article utilizes the blockchain platform developed by the N.A.R. Labs at the National Center 
for High-performance Computing, allowing the mobiles to download information directly from the 
nodes; moreover, the blockchain technique can prevent DDoS attacks. An effectiveness analysis 
comparing the different methods proposed by different studies is shown in Figure 3. According to the 
table, removing identical parameters enables the server to outperform other methods in terms of its 
effectiveness. Figure 5 is the cell phone screenshot of one of the machines at a certain time. This screen 
records the current parameters of the machine running and the content of the last updated parameters.

Table 4. Hardware and Software Equipment

Software Hardware

TensorFlow Federated Server

remix Mobile Device

Python

Figure 4. The Scenario Diagram for flow shop
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CONCLUSION

This article proposes a dendrogram clustering federated-learning system based on industry 4.0. 
Because a federated-learning system needs to process massive parameters, it is a heavy workload 
for the server. Moreover, when encountering attacks, the system can allow other nodes to provide 
services due to the blockchain technique, which secures data safety, and any device can verify the 
data source on the node. The experimental result has proved the data security of the proposed method. 
Furthermore, the system can lower the server workload with the layer-by-layer filter to reduce data 
calculation. In conclusion, the suggested way can enhance the update of the Industry 4.0 models, 
helping to improve production yields and machine recognition rate.

Moreover, for the F.L. mechanism, this research collects the parameters of the A.I. models from 
each device to optimize and update the data by leveraging blockchain technology, enhancing the A.I. 
model’s recognition rate. To increase the recognition rate, an A.I. model must send the collected data 
samples to the server for parameter training; however, such a step causes privacy issues and boosts 
communication costs due to the massive data transmission. Therefore, the approach proposed in this 
article entails constructing a protection mechanism and decreasing the parameter training volume 
under the F.L. technique. Overall, on the management side, this research contributes to making small-
cost enterprises import Industry 4.0 without purchasing new equipment; on the technical side, The 
method proposed in this study has the following contributions:

Figure 5. The cellphone Screenshot of one of the machines
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1.  Backend server performance optimization.

The system can group and distribute different A.I. model functions into corresponding servers 
for computation. This design reduces the backend server computational loading and optimizes the 
A.I. model parameter computation performance.

2.  Decrease in original F.L. computational complexity.

The research uses a hash algorithm to lower the F.L. workload. Moreover, all training data must 
be sent to servers to train eigenvalues to enhance the recognition rates of A.I. models. However, 
sending large samples to servers increases server data workload. Accordingly, this study adopted F.L. 
to update the eigenvalues of A.I. models, thereby protecting user privacy and elevating A.I. model 
recognition rates.

3.  Privacy protection mechanisms to prevent unauthorized alteration.

This paper used a blockchain mechanism based on R.S.A. asymmetric encryption and decryption 
for identity verification. Private keys for both ends were created to facilitate private communication. 
Hash functions are used to ensure the integrity of data. It can prevent data from being stolen or 
exposed to a third party by using private communication during transmission.

4.  Combination with blockchain technologies to prevent DDoS attacks and protect backend servers 
in the continuous transmission of updated parameters.

Combining a blockchain mechanism with the server is necessary to avoid DDoS attacks, 
enabling client-side devices to identify optimal parameters from various nodes. This study performed 
classification calculations for the different A.I. models and used blockchain to update model 
parameters, allowing the A.I. models of each device to obtain optimal eigenvalues.

Finally, Some limitations should be noted. First, this paper only used a subnet under the same 
Internet communication protocol. The results may be less favorable if different subnets are involved. 
Secondly, the experiment of this study is to establish a simulated environment in the factory, which 
excludes the transmission behavior of other data in the network in the daily administrative work of 
the factory. However, In real-world enterprise environments, various data may be transmitted in 
the network backbones in addition to the manufacturing machines’ parameters. Thus, in real-world 
operations, the bandwidths of network backbones and the loading of other data transmitted by the 
equipment must be considered.
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