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ABSTRACT

A user expresses their information need in the form of a query on an information retrieval (IR) system 
that retrieves a set of articles related to the query. The performance of the retrieval system is measured 
based on the retrieved content to the query, judged by expert topic assessors who are trained to find this 
relevant information. However, real users do not always succeed in finding relevant information in the 
retrieved list due to the amount of time and effort needed. This paper aims 1) to utilize the findability 
features to determine the amount of effort needed to find information from relevant documents using 
the machine learning approach and 2) to demonstrate changes in IR systems’ performance when the 
effort is included in the evaluation. This study uses a natural language processing technique and 
unsupervised clustering approach to group documents by the amount of effort needed. The results 
show that relevant documents can be clustered using the k-means clustering approach, and the retrieval 
system performance varies by 23%, on average.
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Clustering, Evaluation, Findability Effort, Information Retrieval, Machine Learning, TREC, Unsupervised 
Learning, Word2Vec

INTRoDUCTIoN

Information retrieval (IR) is the science of searching information in documents relevant to a given 
query, from within large stored collections. The fundamental challenge of an information retrieval 
system (IRS) resides in matching between an information requirement statement, precisely a user’s 
query, and a collection of documents by ranking each one according to its importance for the query.
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During the past decades, a huge amount of research was done to build a ranking model to retrieve 
the best relevant documents. Generally, a ranking model is either constructed with probabilistic 
methods or modern machine learning methods. The algorithm is based on the frequency of words, 
considering that a document is a set of words, often called a word bag. With these models, if a 
user enters a simple query, for example, “what is information retrieval” in a given IRS, hundreds 
of thousands, if not million results are retrieved and ranked. However, sometimes a large amount 
of time is spent just to get a small piece of information in those documents which are considered 
relevant. The amount of effort put in by the user, either satisfies or dissatisfies the user in gaining the 
necessary information knowledge. It was mentioned before that real users tend to give up easily when 
searching for information in the retrieved documents (Verma et al., 2016). Therefore, the concept of 
relevance no longer remains in just ensuring relevant information is available in the document but 
also the amount of effort needed in finding relevant information (Yilmaz, 2014).

Two widely used methods evaluate the effectiveness of information retrieval systems. The first 
method is called the collection-based method and it is often referred to as the Cranfield approach 
(Cleverdon, 1991). This approach is based on a document collection (corpus), a set of topics that contain 
the query, title and description to define a user’s need, and a set of relevance judgments pointing out 
the relevant documents in the collection to each topic, often judged by topic experts. So, to evaluate 
the effectiveness of IRS, the scores for the systems are generated using the retrieved ranked list of 
documents by the systems and the relevance judgment. The scores are calculated using evaluation 
indicators such as precision, recall, mean average precision, and others (Clough & Sanderson, 2013). 
The second evaluation method is the user-based evaluation. This approach is based on the interaction 
between the user and the IRS which is defined by the user’s environment such as his/her educational 
background, the context, subject expertise, and his/her perspective like the search goal (Park, 1994).

Comparing both the evaluation methods, the system-based and the user-based evaluation can 
match each other’s results (Al-Maskari, 2008). However, previous research has shown there is a broad 
gap between these two approaches, given that the collection-based method makes many hypotheses 
about what the real user looks for to satisfy his/her information needs. Additionally, there are many 
other assumptions to simplify the relevance evaluation (Allan et al., 2005). So, the mismatch between 
the two evaluation methods is due to the dissension between what the expert judges consider as 
relevant documents, and what the real users need to satisfy their information demand. The user’s need 
is specified as document utility (Turpin & Hersh, 2001). Evaluating IR relevance by documents utility 
in a semantic and pragmatic view was argued by Saracevic (1979) in earlier research (Saracevic, 1975) 
as follows: “it is fine for IR systems to provide relevant information, but the true role is to provide 
information that has utility-information that helps to directly resolve given problems, that directly 
bears on given actions, and/or that directly fits into given concerns and interests. Thus, it was argued 
that relevance is not a proper measure for a true evaluation of IR systems. A true measure should be 
utilitarian.” Following that, Yilmaz et al. stated that relevance is about how documents found by the 
retrieval system are useful (2014).

Hence, the IRS models must consider effort, especially that users are generally impatient and 
do not quickly capture evidence of relevance (Yilmaz, 2014). Ease of finding information leads to 
satisfied users. In this context, the effort can be defined as the amount of work the user needs to 
identify and consume information from a relevant document (Villa & Halvey, 2013). But, the question 
arises, how to determine if a given relevant document requires a high or low amount of effort? The 
effort could be measured through readability, findability, and understandability. Readability measures 
the amount of effort required to read a document, findability measures the effort needed to find the 
relevant information in a document, and understandability measures effort required to understand a 
document to satisfy the information need.

Previous studies focused on readability measures and their importance in relevance judgment 
(Villa & Halvey, 2013). The classification of a document through readability was based on the 
range of the readability indexes. For example, if a readability index takes a value between a given 
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interval, a score is assigned to it and each document is classified accordingly. Nevertheless, there is 
a lack of studies in determining the effort of findability and understandability. This paper has two 
objectives, the first is to utilize the findability features to determine the amount of effort needed to 
find information from relevant documents using an unsupervised machine learning approach, and 
the second is to demonstrate changes in information retrieval systems’ performance when the effort 
is included in the evaluation.

The remaining of the paper is as follows: Section 2 covers the various natural language processing 
approaches used in text processing and followed by unsupervised machine learning methods in Section 
3. Section 4 details the methodology, while the results and discussion are in Section 5. Finally, the 
conclusion is in Section 6.

TEXT PRoCESSING

Natural language processing (NLP) has become a part of the information, document, and text retrieval. 
In the NLP, text processing, morphological analysis (stemming and lemmatization), syntactic 
analysis, and lexical semantics are among the common NLP tasks (Natural Language Processing, 
2020). Stemming is a process to reduce different word forms of a word like its noun, adjective, verb, 
adverb, etc. to its base or root form. While lemmatization is the process of removing inflectional 
endings of words to return the base or dictionary form of a word. Both stemming and lemmatization 
have been studied widely in information retrieval and have been recognized to improve document 
retrievals (Balakrishnan & Lloyd-Yemoh, 2014). Alternatively, the vector space model is mostly 
used in information filtering, indexing, and relevance rankings. In a past study, the term frequency-
inverse document frequency (TF-IDF) algorithm was compared with one that used stemming and 
lemmatization. Documents retrieved using the same query for each of the algorithms proved that 
stemming and lemmatization is better than TF-IDF for document retrieval (Balakrishnan & Lloyd-
Yemoh, 2014). Instead of a document, a recent study focused on sentence retrieval using the term 
frequency-inverse sentence frequency (TF-ISF) together with the stemming and lemmatization 
language modeling technique (Boban et al., 2020). And their study claimed that data pre-processing 
using lemmatization with longer queries produces better results compared to stemming.

The Word2Vec is also an NLP technique that can be used to learn word association from a large 
corpus of text (2020) and uses a neural network model. Once trained, the model can detect synonymous 
words. In general, the Word2Vec is based on the distributional hypothesis where words that are used and 
occur in the same contexts tend to imply similar meanings. Hence, by looking at its neighboring words, 
it is possible to predict the target word. Since its emergence, the Word2Vec has been instrumental in 
the retrieval tasks and has shown positive outcomes when used in text classification. This algorithm 
can be used in both supervised and unsupervised machine learning (Lilleberg et al., 2015). A past 
study experimented on the effectiveness of information retrieval using CBOW (Continuous Bag of 
Words) and SG (Continuous Skip-Gram) models of the Word2Vec algorithm (Zuccon, 2015). The 
study found that the neural translation language model is statistically significantly better than the 
Dirichlet. Additionally, it experimented that word embedding does not have to come from the same 
corpus of words used for retrieval. Yet, another study had also proved that information retrieval 
when combined with Word2Vec achieves better retrieval accuracy compared to retrieval without a 
neural network model (Van Nguyen, 2017). A separate study attempted multilabel text classification 
using the semantic feature of Word2Vec and the results show improved performance compared to 
the traditional bag of words and the TF-IDF (Rahmawati & Khodra, 2016). Besides long text such 
as documents, word processing has a strong influence on text classification for short texts such as 
tweets (Paalman, 2019) and microblogs (Singh et al., 2016).
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UNSUPERVISED MoDELING

There are common clustering machine learning algorithms such as hierarchical clustering, k-means, 
mixture models, DBSCAN, and OPTICS algorithm (Unsupervised Learning, 2020). Of these, the 
k-means or DBSCAN algorithms seem appropriate for this study as it attempts to cluster documents 
with findability features. The main purpose of unsupervised learning is to identify patterns that 
were not known previously. There had been numerous studies on measuring the differences between 
documents, which involve different clustering techniques such as k-means, HAC, and KNN (Gopala 
Rao & Bhanu Prasad, 2013; Kalaivendhan & Sumathi, 2014; Kanavos et al., 2018; Lin et al., 2013; 
Sindhiya & Tajunisha, 2014). Meanwhile, SMTP, Cosine, Euclidean, Jaccard, and others have been 
utilized in the past to measure similarities.

The density-based spatial clustering of applications with noise (DBSCAN) is considered the 
main density-based clustering technique (Braune et al., 2015; Latifi-Pakdehi & Daneshpour, 2021) 
that clusters a set of data based on their distribution. The advantage of DBSCAN is that the model 
itself determines the number of clusters unlike the k-means model, and it can detect noise in the 
dataset that corresponds to outliers. In addition, the DBSCAN can find any shape of clusters and 
is not restricted to a circular shape. However, the main drawback of this algorithm is determining 
the two parameters, Epsilon, and minPts (Braune et al., 2015; Latifi-Pakdehi & Daneshpour, 2021).

Separately, the k-means clustering is based on dividing data into groups that have similar 
properties. The target number of clusters, K can be determined formally by reducing the in-cluster sum 
of squares. While k-means is very good at identifying clusters with a spherical shape, it is sensitive 
to the initial centroid (Zhang et al., 2008). Nevertheless, this algorithm is better for large document 
datasets, has low computational requirements (Gopala Rao & Bhanu Prasad, 2013; Zhang et al., 
2018), preferred for its simplicity and still commonly used (Ezugwu, 2020; Ezugwu et al., 2022; 
Wu, 2019). In comparing both the k-means and DBSCAN, it’s been stated that they are both equally 
good based on the SSE value (Karthika & Janet, 2020).

In data mining of text, a document is represented as a vector whereby each component specifies 
the value of its corresponding feature in the document (Han et al., 2011). In a clustering algorithm, 
the difference in distance is measured using Euclidean distance, Cosine similarity, Jaccard correlation, 
and Similarity measure for text processing. A previous study in data mining showed that the Similarity 
measure for text processing is better than Euclidean distance, Cosine similarity and Jaccard correlation 
for text classification of a real-world data set (Maher & Joshi, 2016). Studies exploring text processing 
and word embeddings have shown the euclidean distance is capable of effective descriptors of 
documents (Clinchant & Perronnin, 2013) and usage of Euclidean distance with k-means gives better 
results than using different distance metrics (Singh et al., 2013).

METHoDoLoGy

The first purpose of our research is to discover the effort needed to find the relevant information in 
a given document. To do this, findability features are extracted by exploring and analyzing a set of 
collections. Then scores are calculated to quantify the semantical closeness between the document and 
the query. Once the scores are calculated, an unsupervised learning model is established to label the 
documents in terms of the effort needed to identify relevant information. The methodology consists 
of data collection, data processing and feature engineering, and modeling. Each of these phases is 
detailed in the next subsections.

Data Collection
For this research, the TREC-9 Web track was used due to the suitability and availability of the 
document corpus. The TREC test collection consists of three parts; a set of documents, a set of 
topics, and relevance judgment indicating the relevance of documents to a specific topic. The Web 
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track data set was used because this study intended to measure the effort of documents retrieved in 
the context of search engines.

In the TREC-9 Web track, the relevance judgment used ternary relevance; irrelevant (0), relevant 
(1), and highly relevant (2). However, for simplicity of calculation, the ‘highly relevant’ and ‘relevant’ 
documents were both considered relevant for this study. This test collection contains 105 runs and 50 
topics. For each topic, a maximum of 1000 retrieved documents can be listed based on their similarity 
scores. However, less than 1000 retrieved documents can also be listed for any topic.

Data processing and feature engineering
After the data collection, the data undergoes processing and is represented in a suitable form for 
fitting a model. Figure 1 shows the data processing steps involved. In the first step, the files from 
each retrieval system, per topic, from TREC is in the form of HTML. These HTML files were then 
scraped to extract the content and saved as .txt files. These text files will be used consequently to build 
a summary and word corpus for each document as part of the text processing and feature engineering.

Text tokenization
The other part of text processing and feature engineering is the creation of word corpus. To build the 
word corpus for each document, the .txt files are normalized by tokenizing text into words using the 
Natural Language Toolkit (NLTK). So, each document is split into sentences, then by words. The 
document is represented as below after tokenization.

Di = [[W11, W12, W13, …, W1N1 ], [W21, W22, W23, …, W1N2 ], …, [Wn1, Wn2, Wn3, …, 
WnNn ]] 

Where:Di refers to the documentNj refers to the number of words in the jth sentence in a given 
document; j = 1, 2, ..., nWkNj refers to the word k in the jth sentence in a given sentence.

Figure 1. Data preparation and processing
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Word Corpus
After tokenization, the word corpus becomes available (Refer Figure 2). However, the current state 
of the word corpus is not suitable since it contains some noise that should be eliminated such as 
punctuation, stop words, prepositions, adverbs, pronouns, etc. Following this, non-ASCII words, stop 
words, and punctuations were removed. Besides that, all words were set to lowercase, and numbers 
were replaced with words.

Word Corpus Cleaning and Normalization
Generally, when training a model, if the corpus of words contains ‘car’, ‘cars’, ‘car’s’ and ‘cars’, 
the model will consider these words as different inputs. Hence, the model will build the same 
representation 4 times. As a result, the model builds redundant information, and the complexity of 
the training algorithm increases without further learning. Therefore, stemming and lemmatization are 
used to reduce inflectional forms and derivationally related forms of a word to a common base form.

Stemming is based on a crude heuristic process that chops off grammatically the modifications 
of words like tense, case, aspect, person, number and gender, and keep their roots by removing 
derivational affixes. Meanwhile, lemmatization normalizes the text with the use of a vocabulary and 
morphological analysis of words, aiming to remove inflectional modifications only and to return the 
base or dictionary form of a word, which is known as the lemma. Lemmatizing is more powerful 
than stemming in terms of the irregular forms of words. For example, the “er” at the end of the noun 
“water” is considered as a modification for stemming that turns it to “wat” as a root.

Summary Building
The summary is constructed from the sentences that contain at least one word of the query and the 
sentences before and after. For example, there is a document containing N sentences and a query 
with 3 words. Firstly, find the ith query term in the jth sentence of the document. Then the summary 
will contain the (j-1)th, jth and (j+1)th sentences for each query term. Similarly, a summary is built for 
each document. With this approach, the summary will contain information that the user would skim 
at first contact with the article.

Figure 2. Text tokenization and word corpus
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Findability Feature Extraction
After building the summary for each document, the features are extracted for each document. 
However, the feature extraction is done on the summary generated in the previous step rather than the 
entire document. Through this step, each document is represented by a vector of length p where the 
components are the findability features listed in Table 1 along with the mathematical representation 
of the features.
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Modeling
In the text processing and feature engineering phase, document summary and word corpus were 
derived. Now, each document is represented by a set of features and its contents in a tokenized text 
format. However, words as a string of characters could neither be understood by a machine nor be a 
suitable input for a machine learning algorithm. Therefore, the NLP is used to turn text into a matrix 
and make it comprehensible to the machine. Using the Word2Vec model, each word is represented 
as a vector. The Word2Vec model considers the context and the semantic meaning of the words. So 
if two words are close in meaning they will be located close in the space (Mikolov, 2013). With the 
transformation of words to vectors, the machine-learning algorithms can perform algebra operations 
on them.

Vector representation of words
To build a vector representation for each word of the corpus, the Word2Vec model using the Gensim 
library in Python is implemented. The input to the Word2Vec model is the tokenized texts from 
TREC-9 documents (Refer Figure 3). The Word2Vec model is trained on the .txt files separately 
and for each document, a vector representation for each word is obtained. There are possibilities 

Table 1. Findability features

Findability feature Description

QueryFrequency The frequency of query words in the summary

SumSent The number of sentences in the summary

SumWord The number of words in the summary

SumSentQt The number of sentences that contain at least one query word in the summary

MinWQSum Minimum position of query word in the summary

MaxWQSum Maximum position of query word in the summary
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that a word in two different documents will have two different representations. It is assumed that 
a word will appear in different contexts and to build a general representation for a given word, the 
model has to be presented with a huge data. As such, the similarity between query terms and each 
document’s words is calculated using the vector representation generated after training the model on 
the document in question.

Finally, the output of the Word2Vec implementation is a matrix where each row is a vector 
representation of a word. If two words appear in the same context or they have a similar meaning, they 
will have almost the same representation. After training the model on the corpus for each document, 
a matrix M of similarity between each term in the query and each word in the document’s corpus 
given by the Word2Vec model is generated. For a given query Q that contains p words and a given 
document D where its corpus of words contains n tokens, we define the similarity matrix as:

M Similarity QT DW
ij i j
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The similarity between two words is defined as the Cosine between their vector representations. 
The cosine ranged between 1 and -1. So the closer they are in the meaning and their context of 
appearance, the cosines of their vector representation converge to 1 (Refer Figure 4). The similarity 
could take negative values that we can interpret as opposing words, which is different from dissimilarity 
presented by a cosine of 0 which corresponds to two perpendicular words. The final score that links 
between document’s word and a given query for each document, DWj, where j in [1 ; n]), mij is 
similarity matrix and p is the number of words.

Score DW
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i

p
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Figure 3. Word2Vec implementation process
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It is assumed that a negative similarity closer to -1 is much better than a null similarity. Therefore, 
the weighted average of the absolute values of similarity scores is used. Finally, each document Dk is 
represented by a vector that contains scores of the document’s words and query terms.

D Score DW
k j j size Dk

= ( )( )
≤ ≤ ( )

�
1

 

Clustering using k-means
Each document is now in the form of a vector, which contains similarity scores between query 
words and the document’s summary. This vector will be used along with findability features in the 
clustering model to discover document effort. However, the dimension of the vectors is not the same 
due to the differences in document length. In other words, depending on the length of the summary, 
the dimension vector will also vary. For example, longer summaries will result in increased vector 
dimension. To overcome inconsistencies, similarity variances and likelihood were used. The length 
of the document is important, given that the user almost reads just the summary or the abstract of a 
document and sentences containing query words. The variance as a score is meaningful compared 
to vector scores since some words have higher similarities than others.

The Euclidean Distance measure in the k-means algorithm to find the closest cluster of a document 
makes the algorithm sensitive to magnitudes. Hence, feature scaling will help to weigh all the features 
equally. Formally, if a feature in the data set is bigger in scale compared to others, then this feature 
dominates Euclidean Distance. Therefore, the features are normalized using the formula below.

z
x

=
−µ
σ

 

Wherez: The normalized observationx: Original feature valuesµ: The mean of all values taken by a 
featureσ: Standard deviation

Figure 4. Vector representation and similarity between words
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The KMeans class from scikit-learn’s cluster module is used to implement the k-means clustering. 
For k-means, the number of clusters should be specified by the user and it’s not always obvious to 
find the optimal number of clusters. With the usage of the Elbow method, the optimal k value can be 
determined. Figure 5 shows the graphical presentation to estimate the optimal number of clusters, k 
for a given task. The plot looks like an arm and the ‘elbow of the arm’ is the optimal k value.

Intuitively, if k increases, the within-cluster SSE (“distortion”) will decrease. This is because the 
samples will be closer to the centroids they are assigned to. The elbow method applied for all queries 
showed that the optimal number of clusters is 3. With the optimal k value, the clustering is performed 
to determine the effort needed to identify relevant information in documents according to queries.

RESULTS AND DISCUSSIoN

The k-means clustering model produced the graphs in Figure 7 showing the clustering of documents 
into 3 clusters for each query. However, each cluster needs to be assigned to the right level of effort. 
To determine the level of effort for each of the clusters, the centroids of each cluster are compared.

To compare the clusters, the average centroid values of each cluster are shown in Figure 6. Besides 
the findability features, the standard deviation and likelihood values are also included in the table. 
Cluster 0 has a high likelihood score which means there is a high similarity between the query words 
and document words. This cluster also has a small standard deviation value whereby all the documents 
within this cluster are very close to the centroid. The low standard deviation could also mean all the 
documents in Cluster 0 have similar findability feature values. Looking at the average values of all the 
findability feature values, it can be observed that the number of sentences in the summary (SumSent) 
is approximately 20 sentences, while the number of words in the summary (SumWord) is about 484 
words. Therefore, based on these two average findability feature values, Cluster 0 indicates a group 
of documents that require less effort from the user to find relevant information.

In contrast, the likelihood score for Cluster 1 is 0.25 which indicates low similarity between 
the query words and document words. The standard deviation for this cluster is 0.08, somewhat 
moderately deviating from the centroid of Cluster 1 compared to the other two clusters. On average, 
the summary of documents in this cluster contains approximately 22 sentences (SumSent) and the 

Figure 5. Elbow plot estimation of the optimal number of clusters
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number of words (SumWord) in the summary is about 420 words. In comparison to Cluster 0, Cluster 
1 does appear to have similar results with regards to the number of sentences and number of words 
in the summary. Although the number of sentences between both these clusters is very close, the 
number of words in the summary does vary largely.

As for Cluster 2, the likelihood value is 0.57 which shows a high level of similarities between 
the query words and the words in the documents. This cluster also has the highest amount of standard 
deviation of 0.1 compared to Cluster 0 and Cluster 1. Consequently, the number of sentences in the 
summary (SumSent) of documents in this cluster is also high, on average 105 sentences. Similarly, the 
number of words (SumWord) in the summary is more than 2000 words which implies high effort is 
needed to read the long content of the document. Nevertheless, the number of sentences that contain 
at least one query word is 53 and suggests that in every 2 sentences, there will be at least one query 
word. Despite the need to put more effort into reading lengthy documents, the user will be able to 
find relevant information in the document.

For Cluster 0, the number of sentences that contain at least one query term (SumSentQt) is at 
least 9 sentences, while for Cluster 1 it is 13 sentences. Hence, for Cluster 0 it is possible for users to 
find a query term in every 2 sentences and for Cluster 1 in about every 1.5 sentences there is at least 
1 query term. It appears that there are no apparent differences in the number of query terms that are 
found in these documents, regardless of them being in different clusters and having different levels 
of findability effort. The QueryFrequency feature which measures the frequency of query words in 
the summary reinforces the observation of seeing query terms per total number of sentences in the 
summary.

The other two features, MinWQSum and MaxWQSum measure the minimum position of query 
words in the summary and maximum position of query words in the summary respectively. The 
MinWQSum and MaxWQSum for Cluster 0 are 135 and 314, for Cluster 1 are 51 and 289, and for 
Cluster 2 are 96 and 1750 respectively. From this observation, a user will be able to find relevant 
information earlier in the documents from Cluster 1 but much later from the documents in Cluster 0 
because the first query word in the summary is found at position 135. Comparing Cluster 1 and 2, it 
appears that query term appears earlier for documents in Cluster 2 compared to Cluster 1. Although 
the summary for documents in Cluster 2 is very long, the first occurrence of the query term happens 
early. Earlier occurrences of query terms could benefit users as it enables them to find relevant 
information faster but the length of the summary could inflict a drawback for some users who do 
not prefer long text.

Nevertheless, with these interpretations, Cluster 1 seems to have documents that require the lowest 
effort in finding relevant information due to the small number of summary sentences and words while 
having high occurrences of query terms in the summary sentences. Besides that, the first query term 
also appears earlier in the text and the last occurrence of the query term is within the next 238 words. 
On the other hand, Cluster 2 has higher summary sentences and words despite having the query terms 
occurring quite frequently in the summary. Even though the first query term appears quite early in the 
summary text, the user would only be able to consume all relevant information concerning the query 
terms if almost all the content of the summary is read. Such numbers of the findability features indicate 
the high effort needed by the end-user. Finally, the documents in Cluster 0 have low sentence numbers 
but a moderately high number of words. In addition, the first occurrence of query term appears later 

Figure 6. k-means average centroid values for 3 clusters
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Figure 7. k-means clustering (k=3) of the relevant documents retrieved for 11 different queries
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but the final query term emerges in the next 180 words. Despite the late occurrence of a query term, 
the summary of these documents is rather short with frequent appearances of query terms. Hence, the 
documents’ in Cluster 0 could require a moderate amount of effort in finding relevant information.

In this result, the k-means algorithm was used with findability features to uncover hidden efforts 
for finding relevant information in relevant documents. Using the centroid values of each cluster, 
the documents could be grouped in terms of findability effort and thus achieving the first objective 
of this study.

EVALUATIoN

The original input files from TREC contain up to 1000 documents per query for each system run. With 
the relevance judgment, the relevancies of these documents can be determined. During that process, 
some documents would appear relevant or irrelevant to the respective query. However, when it comes 
to measuring the effort needed by end-users to find relevant information, it is only right to ensure 
effort is considered for relevant documents (Yilmaz, 2014). It is pointless for effort measurement in 
irrelevant documents as a user will not be able to gain any knowledge from them.

The findability effort is now obtained through clustering as discussed in the previous section. 
Using these effort details, the documents can be further classified as relevant and not relevant to 
evaluate the retrieval systems. A low effort document is highly preferred by end-users compared to 
high effort documents. Consequently, documents from Cluster 1 are translated as relevant documents, 
and those from Cluster 2 are interpreted as irrelevant documents. Based on the analysis of results, 
the documents within Cluster 0 require moderate effort. Hence, similar to the translation done on 
the original ternary relevance, where ‘relevant’ and ‘highly relevant’ documents were considered as 
relevant, the documents from Cluster 0 will also be classified as relevant.

With this information, a new relevance judgment can be created containing the relevancies of 
documents based on the amount of findability effort. Using this new relevance judgment, the systems’ 
performance can be evaluated using the average precision and mean average precision. Instead of 
using the original input files, only the initially marked relevant documents were retained in the new 
input files. Such an approach was taken to check if the original relevant documents were a high or low 
effort. In a scenario where all the original relevant documents are low effort, the average precision 
score would be 1. If there is a high number of documents with high effort, the average precision score 
will be closer to 0 and possibly 0 if all the documents were a high effort.

The average precision (AP) and mean average precision (MAP) scores were calculated for all the 
systems and topics in TREC-9 with the newly generated input files and relevance judgment. Some 
of the average precision scores are shown in Figure 8. The first row of the table represents the query 
number (the original queries are numbers 451 – 500) and the first column represents the systems.

From Figure 8, it can be observed that for some queries, more systems were able to retrieve low 
effort documents as the scores are 1. Specifically, most systems have high AP scores for Query5 and 
somewhat similar for Query4. The relevant documents for these queries were highly likely to have 
short summaries with query terms appearing early in the text. Besides that, there could be possibilities 
that these are simple topics such that it is easy to find relevant documents. Other than that, Query1 
shows low AP scores which means these relevant documents appear to require high effort in finding 
relevant information. Hence, more documents were now categorized as not relevant due to the high 
amount of effort needed to find relevant information. The mean average precision was also calculated 
for each system. On average, the values deviate from the baseline by 23%. This is likely because, with 
the clustering approach in identifying findability effort, some documents have become non-relevant. 
When effort is considered for the evaluation retrieval systems, the performance of the retrieval systems 
has been impacted. With that, the second objective of this paper, to demonstrate changes in information 
retrieval systems’ performance when the effort is included in evaluation is met.
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A past study (Rajagopal & Ravana, 2019) used the same dataset to measure the correlation 
coefficient between the system rankings of the original and effort based relevance judgments but 
with reduced topic sizes (ie: 40 instead of 50 topics). The AP@1000 and MAP were calculated and 
system rankings were compared (Rajagopal & Ravana, 2019). The Kendall’s Tau was varying by 
17% on average from the original when using the effort based relevance judgment. The difference 
from the past study (Rajagopal & Ravana, 2019) is lower than what is achieved from this research 
which showed higher deviation from baseline. Thus, indicating better performance in retrieving or 
identifying documents with low effort. In another study (Wang, 2021) which also utilized k-means 
for feedback embeddings in measuring the effectiveness of information retrieval show that MAP can 
be improved by up to 26% on the TREC 2019 and 10% on the TREC 2020 datasets. In extending 
the use of k-means clustering to non-English language, the study attempted to cluster documents to 
improve user experience in finding relevant documents (Aliwy et al., 2022). The study also claimed 
that the k-means algorithm is as good as Ward’s clustering and better than average agglomerative 
clustering (Aliwy et al., 2022). Though not equally comparable with the past studies, the changes 
in average precision calculation due to inclusion of effort shows variation in information retrieval 
evaluation that shouldn’t be disregarded.

CoNCLUSIoN

The concept of relevance sits at the core of information retrieval but the utility of a document to an 
actual user is equally important. In this paper, the k-means clustering technique was implemented to 
group documents based on the various findability features. Subsequently, classifying these documents 
as relevant or irrelevant based on the amount of effort needed to find relevant information. The clusters 
were distinguishable in this study and accordingly the effort was derived from the centroid values. 
It was also apparent that the performance of the retrieval systems changed when findability effort 
was incorporated with relevance during system-based evaluation. Similarly, studies tackling different 

Figure 8. Average precision for each query using findability effort based relevance judgment
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aspects of information retrieval have highlighted the ability of the k-means clustering to improve the 
performance of the information retrieval systems (Aliwy et al., 2022; Wang, 2021).

Although an older data set was used for this study, it does indicate positive directions for 
clustering documents without human intervention in discovering findability effort. Seeking effort 
grading from human assessors, besides the existing human relevance judgments will be an added 
cost and time. As such, an alternative approach presented in this work could reduce the cost and 
time generating effort-based relevance judgment. This study could be further expanded to determine 
if easy topics tend to have low effort documents, which could impact the evaluation of information 
retrieval systems. Besides that, this study can be expanded to analyze graded relevancies with effort 
and the incorporation of k-means algorithm variations.
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