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ABSTRACT

With the rapid development of internet communication and the wide application of intelligent terminal, 
moving the cache to the edge of the network is an effective solution to shorten the delay of users 
accessing content. However, the existing cache work lacks the comprehensive consideration of users 
and content, resulting in low cache hit ratio and low accuracy of the whole system. In this paper, the 
authors propose a collaborative caching model that considers both user request content and content 
prediction, so as to improve the caching performance of the whole network. Firstly, the model uses 
the clustering algorithm based on Akike information criterion to cluster users. Then, combined with 
the clustering results, echo state network is used as the machine learning framework to predict the 
content. Finally, the cache contents are selected according to the prediction results and cached in the 
cache unit of the small base station. Simulation results show that compared with the existing cache 
algorithms, the proposed method has obvious improvement in cache hit ratio, accuracy, and recall rate.
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INTRoduCTIoN

As vast amounts of information travel through the network, most internet traffic is related to content 
distribution. Therefore, meeting the low-latency transmission and high throughput requirements of 
different types of traffic is an inevitable requirement for improving user experience and network 
computing performance (Du et al., 2021). In order to cope with the challenge of rapid growth of 
network traffic and alleviate the traffic pressure of the core network, caching has been studied as an 
effective tool to reduce latency by prestoring the most popular content in cache space. At the same 
time, with the wide application of artificial intelligence technology in people’s lives, the research on 
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related technologies in the field of artificial intelligence has gradually received extensive attention. 
Echo state network is an important method in the field of artificial intelligence. As a nonlinear adaptive 
dynamic system, its fast machine learning speed has been successfully applied to the prediction of 
network traffic (Zhang et al., 2021).

In order to improve the user experience and reduce the backhaul data traffic, a lot of work 
related to caching technology has been done in recent years (Li et al., 2020; Hu et al., 2021; Thar et 
al., 2016; Chhangte et al., 2021). Li et al. (2020) propose a probabilistic cache placement method 
based on content centrality. This method improves the cache hit rate and cache content utilization 
by considering the content centrality and content acquisition delay to adaptively calculate the 
probability of node cache. However, its computational complexity is high, and it is only suitable for 
small and medium-sized networks. Hu et al. (2021) propose an edge network caching strategy based 
on social relationship awareness. This strategy maps the users’ social relationship strength according 
to the similarity of user needs, and then selects the user as the auxiliary cache location according 
to relationship strength. This strategy has a certain improvement in cache hit rate and system cache 
delay, but there are deficiencies in edge cache updates. Thar et al. (2016) propose a core router 
cache decision algorithm, which improved cache hit rate and reduced content acquisition delay and 
hit distance, but did not consider user interest and popularity of hot content. Chhangte et al. (2021) 
propose a service that implements distributed caching at the edge of Wi-Fi. This service combines 
distributed caching of software-defined networks to effectively improve the user experience in the 
target network, but has a certain disadvantage in content transmission delay.

Although the existing caching strategy improves the cache hit rate, there are still many problems 
in practice (Serhane et al., 2021; Ren et al., 2020; Krishnendu et al., 2022). Serhane et al. (2021) 
propose a cache-optimization algorithm based on chemical reaction. Although the algorithm reduces 
energy consumption, it does not consider the importance of content. Ren et al. (2020) proposed a 
unmanned aerial vehicle deployment and caching strategy based on user preference prediction. This 
strategy is combined with UAV base station scheduling to optimize the average cache hit rate of the 
system, but does not consider the user distribution problem. Krishnendu et al. (2022) propose a strategy 
for wireless edge caching and content popularity prediction using machine learning. However, the 
popularity of content cached in the network lags behind the change of user preferences, resulting in a 
decrease in cache hit rate. In addition, the statistical results of content popularity in real networks are 
often discretely distributed. In order to solve this problem, Chen et al. (2017) propose an algorithm 
that combines the machine-learning framework of echo state networks with sub-linear algorithms to 
study the active caching problem of cloud wireless access networks. Compared with the traditional 
content popularity prediction algorithm, the echo state network can understand the distribution of 
user content requests without a lot of training, but this paper does not consider the content correlation.

Although content-centric networking is a promising new network architecture that can alleviate 
server bottlenecks, balance network traffic, and reduce user access latency, there are still many 
unresolved issues that need to be addressed (D. Zhu et al., 2020; Zeng et al., 2022; Ferdousi et al., 
2015; M. Zhang et al., 2017; Jmal & Chaari Fourati, 2017; Shrisha & Boregowda, 2022). Naeem et 
al. (2018) believe that if only the content is considered, the problem of high cache redundancy and 
low accessibility of cached content will occur. Therefore, the probabilistic cache scheme based on 
content-centric networks is studied, but the scheme has low availability in content space. For example, 
in the same time period, multiple users are connected to the same cache node at the same time, and 
request different types of cache content. Because the content of the content-centric network is the 
same type of content, only one type of content will be hit at this time, which will lead to a very low 
cache hit rate and low resource utilization. When a cache node caches multiple different types of 
content, fewer users connect to the cache node, resulting in excessive content redundancy in the node.

In this paper, in order to solve the existing cache work’s lack of comprehensive consideration 
of users and content, which results in a low cache hit rate and low accuracy of the whole system, 
a prediction-based caching strategy is proposed, which considers both user preference and content 
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popularity. This paper first classifies the users’ location and content using a clustering algorithm, and 
caches different types of content on the cache unit of a small base station. Due to the limited storage 
space of the cache unit, it is necessary to sort the probability of users requesting different files of the 
same content type, and to select several content types with the highest probability for caching. Most 
popular content in this article refers to the popularity of each type of content that we use the echo 
state network to predict and rank. We define the top ten types of content as the most popular content 
in this region. Then, the echo state network is used to predict the users’ content request distribution 
and calculate the percentage of each type of content to ultimately determine which predicted content 
to cache. The main contributions of this paper are summarized as follows:

A clustering algorithm based on the Akaike information criterion is proposed. According to 
different user characteristics, users are divided into different user groups. This method can effectively 
improve the cache hit rate.

The echo state network is innovative when applied to the field of content prediction. According 
to the prediction results, the users’ most popular content and the most popular content predicted will 
be cached in the small base station at the same time. This method can effectively reduce the content 
acquisition delay.

RElATEd WoRK

The research in this paper is at the intersection of three research themes: caching problems, content 
prediction, and echo state networks.

Caching Problems
Based on the degree of visibility of cached content to users, the existing base station caches are divided 
into transparent caches and explicit caches. In transparent caching, the cached content is transparent 
to both the origin server and the user (K. Li et al., 2007). The cache server is deployed at a base 
station on the link between the source server and the user, and it intercepts all user requests passing 
through this link. If the content requested by the user is already cached at the base station, the cache 
will hit and distribute the content directly from the caching server of the base station. If the content 
requested by the user is not cached on the base station, the base station forwards the user request to a 
higher-level server or source server until the higher-level server or source server can satisfy the user 
request. Alternatively, when the original base station cannot respond to the user request, the original 
base station can forward the user request to another base station, and the other base station can respond 
or forward the user request instead of the original base station (Poularakis et al., 2014). Most of the 
existing cellular network’s edge caching is based on the research of transparent caching. Although 
the research on explicit base station caching is still in its infancy, Bastug et al. (2014) first proposed 
the concept of explicit base station caching. In the explicit base station caching system, the content 
requested by the user is limited by the locally cached content, and the content requested by the user 
will be directly distributed from the base station. Through mobile edge computing technology, the 
content that users are interested in and that can be reliably distributed can be optimized and filtered 
in real time and cached on small base stations to provide users with high-quality content distribution 
services. The explicit base station caching system is well adapted to the increasingly dense small 
base station network environment and is a promising and reliable solution to the network traffic 
explosion problem.

Content Prediction Methods
According to the technical means employed for prediction, the currently available methods can be 
broadly classified into two types of prediction algorithms: traditional prediction algorithms and deep 
learning-based prediction algorithms. The comparison of existing technology deficiencies is shown 
in Table 1. With the ARMA Model it is difficult to provide optimal predictions for content. With the 
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logistic machine-learning algorithm it is difficult to adapt to content prediction with long historical 
data. But our model takes into account both user-requested content and content prediction. Traditional 
prediction methods convert the heat prediction problem into a regression or classification problem 
by extracting manually defined feature information and introducing machine-learning techniques to 
solve it. Hassine et al. (2017) studied the prediction capability of various ARMA models and revealed 
that ARMA models make it difficult to provide optimal predictions for content. C. Zhu et al. (2016) 
used principal component analysis to implement dimensionality reduction of the selected features, 
and then, based on the random forest algorithm to build a heat prediction model, they achieved fast 
prediction of video heat. Xu and Xiao (2019) used a logistic machine-learning algorithm based on 
user behavior information, and designed content prediction for scenarios with sparse consumption 
data, which is difficult to adapt to content prediction under long historical data. The above traditional 
prediction methods rely on heuristic feature ideas or on specific statistical methods with explicit 
mechanisms, and although they have good accuracy in samples, the prediction accuracy is always 
unsatisfactory in open practical-engineering scenarios due to the poor adaptiveness of the methods.

Echo State Network
In 2004, Jaeger and Haas proposed an artificial recurrent neural network named ESN (Echo State 
Network) (Jaeger & Haas, 2004). As a new type of neural network, it is based on the basic principle 
of neural networks in biology. It is similar to the response mechanism performed by the human 
brain structure when it is stimulated by external stimuli. The echo state network model includes the 
process of learning and prediction. It consists of input neurons, a reserve pool, and output neurons. 
The neurons in the reserve pool are connected to each other and are used to retain the information 
left at the previous moment. The connection weights of the echo state network from the input layer 
to the alternate pool are generated by random initialization. The reserve pool can maintain dynamic 
activity and can be continuously activated even without input. Currently, the reservoir pool of ESN 
has been extensively studied (Song & Feng, 2010; Cui et al., 2012; Qiao et al., 2016). Ortin et al. 
(2015) studied the relationship between the connection structure of the reservoir and the prediction 
performance. During training, only the connection weights from the spare pool to the output layer 
need to be trained, which becomes a linear regression problem. As a result, the training of ESN is very 
fast. It can overcome the shortcomings of traditional neural networks such as low training efficiency 
and slow algorithm convergence speed, and is often used to solve practical problems. However, there 
are also many problems that have not been addressed; for example, the full connectivity of the output 
synapses leads to the degradation of the network prediction performance.

The method proposed in this paper unites data from multiple parties, bridges data silos, and solves 
the problems of poor prediction accuracy of echo state networks and low hit rate of edge caching in 
cellular networks while performing content prediction.

SySTEM ModEl

This paper considers a small cellular network that uses clustering and supports caching. The network 
consists of a content source server, a macro base station, a small base station, and several users. Each 

Table 1. Existing Technology Deficiencies Comparison

Methods Existing Problems

ARMA Model Difficult to provide optimal predictions for content

Principal Component Analysis Constructing a heat prediction model based on random forest algorithm

Logistic Machine-Learning Algorithm Difficult to adapt to content prediction with long historical data
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small base station contains two content caching units for limited caching, which represent CCU 
(Content-centric Cache Unit) and CPU (User-centric Prediction Unit), respectively. CCU is a content-
centric cache that saves the most popular content types at the moment, while CPU is a user-centric 
cache that saves the most popular content predicted in the next slot. This takes into account both 
the user and the content that needs to be cached. The cache size of CCU is very large, and therefore 
can cache multiple content types, while CPU can only cache several popular content types. Assume 
that each user is connected to only one small base station and can request up to one type of content 
per time period. Based on the diversity of users, users are first clustered into different user groups, 
and then the content with the highest user request probability is cached in the CCU. Secondly, since 
multiple users may request different content at the same time, caching only the same type of content 
cannot achieve a better caching effect. To solve this problem, this paper considers using the echo 
state network to predict the content request of each small base station by the user group, so that the 
content most likely to be requested by the user at the next moment is cached in the small base station’s 
content prediction cache unit CPU in advance. This is mainly because in the same region, most users 
request roughly the same type of content, and only a few users may request different types of content 
in different slots, so only a small portion of the cache space needs to be replaced in the next slot. In 
the cache replacement process, the content update cycle in the CCU cache is long, and the content 
update cycle in the CPU cache is short, thus can better adapt to the dynamic changes of user-requested 
content. In addition, due to the lower content in the CPU cache, the update is easier and more efficient. 
The system flow chart is shown in Figure 1. The system flow chart uses a clustering algorithm based 
on red pool information criteria to effectively cluster users through machine-learning methods, so 
as to predict the type of traffic that users are likely to generate before they generate traffic requests. 
Compared with the latest research work, the model innovatively introduces an echo state network to 
effectively predict what users are interested in. It allows for personalized cache content preloading 
for individual users.

In the model used in this paper, the user information is collected every time. At the same time, the 
content is cached in the macro base station and the small base station. Considering the limitations of 
the backhaul capacity of the core network, this paper’s goal is to maximize the traffic service directly 
from the small base station to the user by reducing the load of the core network, and to directly cache 

Figure 1. System Flow Chart
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the popular content requested by all users in the small base station, which can effectively reduce the 
backhaul traffic. At the same time, caching popular content in small base stations can also reduce 
the delay of forward and backhaul content with the shunt traffic, and improve the quality of service.

As shown in Figure 2, the network modeling in this paper selects a tree-like hierarchical structure, 
and there is a subordinate relationship between the base stations. After the user requests the content, 
the interest packet first passes through the small base station. If the local small base station cannot 
respond to the request, the small base station forwards the interest packet to the previous macro base 
station; if it is still unable to hit, it then continues forwarding until it reaches the source content server. 
After the cache hit, the data packet will be transmitted along the request path in the reverse link, and 
the cache decision and replacement strategy will be executed on the base station along the path to 
achieve content distribution. In our simulation experiment, the number of cache servers in the path 
from the user to the original base station is two. The tree structure is a hierarchical topology. In the 
actual network, with this kind of topology it is easy to add nodes and branches, the fault isolation is 
also easy, and the expansibility is good.

In this paper, we use a novel prediction method, namely the echo state network. Considering 
the regularity of user content requests, the echo state network can establish the relationship between 
user information and request content, so as to achieve the purpose of prediction. Compared with the 
traditional prediction algorithm, the prediction method of the echo state network can obtain more 
accurate results. The echo state network is a special recurrent neural network that adds a dynamic 
repository. Due to the time-varying characteristics of dynamic systems, echo state networks are more 
suitable for dealing with dynamic system modeling problems, such as prediction. Generally speaking, 
echo state network system models consist of three layers: the input layer, the middle layer, and the 
output layer. The echo state network model diagram is shown in Figure 3.

AlgoRIThM dESIgN

In this section, different users are divided according to their characteristics, users are clustered using 
clustering algorithms, and echo state networks are used to predict the most popular content for user groups.

user Clustering Algorithm Based on Akaike Information Criterion
Generally, users have different content popularity. However, users from the same social group may 
show some correlation in user content requests. The purpose of this article is to group users: since 
users in the same cluster are likely to request the same content, users can be effectively clustered 
according to content interests, so that their request differences can be minimized. This paper will 
cluster according to the model of H. Akaike (1974), where AIC (Akaike Information Criterion) is a 

Figure 2. System Model Diagram
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statistical model selection criterion. Given a model set of data, AIC can estimate the mass of each 
model relative to each other. This paper considers a set of statistical models that represent the process 
of generating popularity vectors of file content for each user:

Ξ = { ... }ξ ξN N
min max

 

where the { ... }N N
min max

 indicates the range from which to select the number of clusters, and the ξ
i
 

represents the statistical model of the observed popularity vector when users are grouped into the I 
cluster. Each model is characterized by a finite set of parameters which represent the variance and 
average popularity vector in each cluster. The AIC of each model is given by Equation (1):

AIC k L
i i i
( ) ln( )ξ ξ= −2 2  (1)

In Equation (1), the k
i
 is the number of estimable parameters in model ξ

i
, and L

iξ
 is based on 

the data likelihood of model ξ
i
.

This paper aims is to minimize the AIC standard, as per Equation (2):

ξ ξ
ξ

AIC AIC
i

= argmin ( )  (2)

The algorithm in this paper first clusters users while assuming the existence of N
min

 user groups, 
and then adds centroids based on certain criteria until the upper limit is reached N

max
. If the AIC is 

decreasing over the entire interval [ ]N N
min max
, , the search should be extended until the minimum 

value is reached. For effective clustering, this paper needs to export a criterion that specifies where 
new centroids should be added. Therefore, this paper proposes a simple criterion in which at each 
step of the algorithm, a new centroid is added to the cluster with the largest average distance between 
its centroid popularity vector and the centroid popularity vector of the user. The new center will be 
chosen as the node with the greatest distance from its cluster centroid. Far away means that the user 
has very different behavior; that is, they are less likely to request the same file as other users in the 
cluster. Once a new centroid is selected, the algorithm influences users toward clusters where the 
correlation between their popularity vector and centroid is maximized. This will minimize differences 

Figure 3. Echo State Network Model
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in user behavior within the same cluster. In each iteration, the popularity state of cache cluster k is 
calculated as the centroid of the popularity state of all users in that cluster, as per Equation (3):

P
P

N
k

u
k

N

k

k

∧
==
∑
1  (3)

In Equation (3), the popularity status of Pk
∧

 cache cluster k is expressed, the number of users in 
cluster k is expressed as N

k
, and the popularity P

u
 vector of each user is expressed.

Therefore, the clustering algorithm proposed in this paper is shown in Table 2.

user group Content Prediction Algorithm Based on Echo State Network
Assume that the number of nodes in the input layer, middle layer, and output layer of the echo state 

network are M, N, and P, respectively. The input vector x t x t x t x t
M

T
( ) ( ), ( ),..., ( )= 


1 2

 represents the 
users’ context at time t, and M is the number of attributes that make up the users’ context information, 
such as: content request time, gender, occupation, age, and device type.

The middle layer is essentially a recurrent neural network consisting of N nodes, called a reserve 

pool, and the intermediate vector is represented by r t r t r t r t
N

T
( ) ( ), ( ),..., ( )= 


1 2

. The state of the 
middle layer of the echo state network at time t is shown in Equation (4):

r t Ar t W x t
in

( ) tanh( ( ) ( ) )= + +α ξ  (4)

In Equation (4), the α ∈ (0,1]  leakage rate is expressed. It is mainly used to control the speed 
of the weight update of each node in the reserve pool. Tanh represents the activation function of 
internal neurons, and A  represents the weight adjacency matrix of the reserve pool, usually a sparse 

Table 2. Algorithm 1: User Clustering Algorithm Based on Akaike Information Criterion

Input: User sample set X x x x
m

= { }, ,...,
1 2

.

Output: Clustering model with minimum AIC  value.

1. Initialization: The cluster number interval [ ]N N
min max
,  randomly selects the first centroid N

min
 from the user.

2. Calculate: According to Equation (1) calculated AIC N
min

( )ξ .

3. Select: The user with the largest distance from their cluster centroid in the cluster with the largest variance to add a 
new centroid with the popularity of the selected user.

4. Repeat: Run steps 2 and 3 until you arrive at N
max

.

5. Select: The model that minimizes AIC  and cluster users accordingly.

End
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matrix. W
in

, which is represented by a matrix of N  rows and M  columns, is mainly used to convert 
the input signal of the M  dimension into a form acceptable to the reserve pool. x t( )  represents the 
input vector, and the dimension is M , ξ  which represents the bias.

The state update of the middle layer of the echo state network at time t+1 is shown in Equation (5):

r t Ar t W x t W y t
in back

( ) tanh( ( ) ( ) ( ) )+ = + + + +1 1α ξ  (5)

In Equation (5), W
back

 represents the weight matrix from the output layer at the previous time 
to the middle layer at the next time, x t( )+1  and r t( )+1  denote the input state and intermediate 
state, respectively.

The output vector y t y t y t y t
P

T
( ) ( ), ( ),..., ( )= 


1 2

 represents the probability distribution of the 
users’ content request, y t

P
( )  is the probability that the user requested the content P at time t. The 

output layer state of the echo state network at t+1 is shown in Equation (6):

y t f W x t r t
out out

( ) ( [ ( ); ( )])+ = + +1 1 1  (6)

In Equation (6), f
out

 is the activation function of the output layer artificial neuron, [;] indicates 
that two vectors are concatenated. The goal of this paper’s training is to train W

out
 to minimize the 

difference between y target( )  and y t( )+1 . The calculation of W
out

 can be implemented as shown 
in Equation (7):

W YR RR I
out

T T= + −( )λ 1  (7)

In Equation (7), R r i r i r i
P

= { ( ), ( ),..., ( )}
1 2

( , ,..., )i p p P= +1  represents the state matrix of the 
middle tier, Y y p y p y P= +{ ( ), ( ),..., ( )}1  represents the output values at different moments. RT  
is the transpose matrix of R , λ  is the normalization coefficient, and I  is unit matrix. R−1  represents 
the inverse matrix of R . Considering the artificial neuron of the leakage integrator of the reservoir, 
as the number of iterations increases, the echo characteristics of the echo state network may decrease 
or even disappear, so this paper uses an improved echo state network algorithm to calculate the middle 
layer state R . The proposed user group content prediction algorithm based on the echo state network 
is shown in Table 3.

Based on the output of user population content request probability, this paper needs to update it 
in the content prediction cache unit with a cache replacement strategy. During the cache replacement 
process, this paper replaced the cached content with the less-recently-used algorithm to ensure that 
less-popular content should be replaced with new incoming content to better accommodate dynamic 
changes in user-requested content. Finally, the time complexity of the user clustering algorithm is 
O(n), and the time complexity of the user group content prediction algorithm is O(1).

ExPERIMENTAl RESulTS ANd ANAlySIS

datasets
This experiment uses MovieLens, an open-source dataset provided by the GroupLens project team 
of the University of Minnesota. The entire dataset includes 6040 users’ information and 1,000,209 
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ratings for 3706 movies, with a rating range of 1–5. Because this paper aims at the problem of content 
popularity prediction based on echo state networks, only the user movie rating set and user information 
set are extracted as experimental data.

Performance Evaluation Criteria
Prediction accuracy and cache hit rate are important metrics to evaluate the performance of this paper. 
The cache hit rate is given by the probability that a given user will find the requested file in the cache 
of a small base station within radius L . In the simulation experiment, the range of content transmission 
depends on the transmission radius r value we set, which is 200 meters by default. U u u u

i
= { , ,..., }

1 2
 

indicates a collection of users, S s s s
j

= { , ,..., }
1 2

 indicates a collection of small base station nodes, 
M m m m

k
= { , ,..., }

1 2
 indicates the set of macro base station nodes, R r r r

l
= { , ,..., }

1 2
 indicates a 

collection of content source server nodes. In the simulation, the default number of users requesting 
content was 2000, with 200 users per group. The base station or cache server cannot display the 
requested content and is ignored. In case of site failure, the number of requests forwarded to the 
neighbor cache server is zero. To formulate the cache-optimization problem, define that the size of 
all content blocks in the content source server is L  and the cache capacity of each small base station 
as C C C C

c c c cn
= { , ,.., }

1 2
 and C C C C

p p p pm
= { , ,..., }

1 2
. Respectively assume that at each time slot 

t , each user can only request one file. This paper defines C c c c c
i R

= { , ,..., ,..., }
1 2

 to denote the file 

Table 3. Algorithm 2: User Group Content Prediction Algorithm

Input: User context information x t( )

Output: The vector of user group content request probability y t( )

1. Initialization: The main parameters include input layer artificial neuron M, output layer artificial neuron P, spectral 
radius SR, sparsity SD, middle layer size N, and input expansion IS.

2. Building ESN model: Construct an echo state network model based on initialization parameters. First, generate a 

weight matrix including input weight matrix W X
in

N M∈ × , middle layer weight matrix W XN N∈ × , and output 

layer weight matrix W X
out

P N M∈ × +( ) . W
in

 and W  are initially randomly generated by uniform distribution. Once 

initialized, these two matrices will never change in subsequent training. W
out

 is also randomly initialized by a uniform 
distribution, but is constantly updated in subsequent training.

3. Collect variable information: Define x x x x
tj t t tM
= { , ,..., }

1 2
 to represent the context message of user j at time 

t, intermediate state r r t r t r t
tj N
= { ( ), ( ),..., ( )}

1 2
 and output variable y y t y t y t

tj j j jP
= { ( ), ( ),..., ( )}

1 2
. This 

paper also needs to collect R r i r i r i
j j j jP
= { ( ), ( ),..., ( )}

1 2
 and Y y i y i y i

j j j jP
= { ( ), ( ),..., ( )}

1 2
, 

i p p P= +( ), ,...,1  form a matrix for subsequent training W
out

.

4. Training network: Training W
out

 based on connection variables R
j

 and Y
j

.

5. Predict: After the training is completed, the echo state network can be used to predict the popularity of content.

End
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requested by the user in the cache space of the small base station, where c C
i
∈  denotes the i  content 

block requested by the user. If the request content is cached, then c
i
= 1 , or else c

i
= 0 . Then the 

optimization objective is to maximize the cache hit rate, as shown in Equation (8):

max c L
i

i

N

=
∑
1

 (8)

In Formula (8), c i N
i
∈ ∀ ∈{ , },0 1 , L C C

c p
≤ min{ , } .

For the evaluation of prediction accuracy, this paper often uses mean square error to evaluate, 
as shown in Formula (9):

MSE
r r

u i ui ui=
−∈∑ ( , )

( ' )

| |
τ

τ

2

 (9)

In Formula (9), MSE is the mean square error, τ  is the test set, r
ui
'  is the content prediction 

score, and r
ui

 is the content actual score.
To further assess the accuracy of the prediction, N most popular items are recommended for a 

user based on their actual data. R
u

 represents the users’ prediction of the content of the collection, 
T
u

 is the test set of user favorite items, and you can use the accuracy and recall rate to evaluate the 
effect. The precision and recall rates are shown in Equations (10) and (11):
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T
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=
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∑
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Experimental Results
The Impact of Different Caching Methods on Cache Hit Rate
In this section, we illustrate the performance of this paper’s proposed scheme with experimental 
simulation results. First, this study is compared with some classical caching models and papers using 
different caching models in terms of cache hit rate (Tran et al., 2017; J. Zhang et al., 2019). Table 4 
shows the comparison results. The cache hit rate is improved by 27% compared to the hierarchical 
cache-based model in the paper. Compared with the node scenario-based caching model proposed in 
the paper, the cache hit rate in this paper is improved by 28%. Compared with the traditional caching 
model, the caching model proposed in this paper obtains better results. Second, the effect of different 
caching algorithms on the cache hit probability is verified. Figure 4 shows the comparison of different 
caching algorithms in terms of cache hit rate. When the cached content is small, the cache hit rate 
of the k-nearest neighbor classification cache is higher than that of this paper’s cache because the 
KNN (K-Nearest Neighbor) cache is the most popular content among all caches. However, as the 
amount of cached content increases, the cache hit rate of this method is higher, mainly because the 
algorithm does not only cache the most popular content types. Also, it is predicted that most users 
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in the same clustering region have the same content request, so the cache hit rate increases with the 
increase in the number of caches.

Mean Square Error Between Predicted and Actual 
Values Under Different Intermediate Nodes
As shown in Figure 5, the abscissa is the index value of the content name, and the ordinate is the 
mean square error between the predicted value and the true value of the content. As the number of 
intermediate nodes N increases, the mean square error between the predicted value and the true value 
gradually decreases, indicating that the prediction results based on the echo state network model 
proposed in this paper are closer to the true value, and the final number of intermediate nodes N of 
the model is also obtained through this experiment. At the same time, when other parameters are 
fixed, the higher the update rate of the middle layer is, the more accurate the prediction result is. 
When the update rate is 0.3, the prediction effect is the best.

Table 4. Comparison of Hit Rates for Different Cache Models

Model Hit rate (%)

LCE (Leave Cache Everywhere) 32

LCD (Leave Copy Down) 39

PROB (Copy with Probability) 35

KNN (K-Nearest Neighbor) 58

Hierarchical Cache Model 45

Node Situational Degree Caching Model 44

Echo State Network Caching Model 72

Figure 4. Impact of Different Caching Methods on Cache Hit Ratio
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Accuracy and Recall Rate Experimental Data Comparison
The dataset used in this paper is a five-point scoring system. In order to compare the experimental data 
of accuracy rate and recall rate, this paper assumes that users like the project when the score of the 
project is greater than or equal to three points, and dislike it when it is less than three points. Accuracy 
rate and recall rate will be calculated according to Formula (10) and Formula (11). Considering that the 
predicted content number N also has a certain influence on the evaluation of accuracy and recall rate, 
N is set to 5, 10, 15, 20, and 25, respectively, for five groups of experiments. The experimental results 
are shown in Figure 6 and Figure 7, respectively. Through the comparison of the above table data, it 
can be clearly seen that the algorithm in this paper is superior to the k-nearest neighbor algorithm in 
terms of accuracy and recall rate. When only considering the impact of the predicted content N, it is 
not difficult to see that the accuracy and recall rate are also increasing with the increase of N, which 
shows that this paper’s algorithm has a strong impact on the recall rate of accuracy.

CoNCluSIoN

In this paper, propose a novel caching method to improve the cache hit rate of the user edge small 
base station cache. In this method, this paper considers the importance of both users and content, and 
optimizes the overall cache hit rate of the system by combining the content caching strategy with the 
user content request. Firstly, this paper clusters users by an AIC-based clustering algorithm. Second, 
use the machine-learning framework of the echo state network to predict the content preferences of 
the user community, and then select the cached content based on the predicted results. In this paper’s 
model, select one of the most popular content types and predict the most likely popular content to 
be cached in two cache units. The simulation results show that the scheme improved the cache hit 
rate by 16%. When the update rate is 0.3, the mean square error is the smallest and the prediction 
effect is the best. At the same time, the prediction accuracy and recall rate have been significantly 
improved. In further research in the future, we propose to analyze user interest preferences by means 
of user portraits, and generate a user history preference matrix by means of multi-layer classifiers 
and deep learning models to learn precisely what users are likely to browse next, so that edge devices 
can complete traffic preloading more accurately and further optimize user experience.

Figure 5. Mean Square Error Between Predicted and True Values Under Different Intermediate Nodes
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Figure 6. Precision Data Comparison

Figure 7. Recall Rate Data Comparison
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