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ABSTRACT

Existing fault tolerance approaches in the cloud are broadly based on replication and checkpointing. Each of these approaches has its advantages and limitations. This paper presents an adaptable fault tolerance method for determining which of the two approaches will be appropriate for the successful execution of a task in the given cloud conditions. The proposed method classifies the failure risk of host machines available for task execution based on their failure history. Subsequently, fuzzy logic is used to determine the appropriate fault tolerance approach by considering a host’s failure risk, user-defined task’s priority, and level of resource redundancy. Setting a task’s priority provides a user with control to solicit a desired fault tolerance level while the availability of resources reflects a cloud provider’s capability to offer fault tolerance. Simulation experiments have verified that the proactive selection of a fault-tolerance method increases the number of tasks that complete successfully.

KEYWORDS

Checkpointing, Classification, Cloud Computing, Fault Tolerance, Fuzzy Logic, Replication

1. INTRODUCTION

The extensive use of cloud computing services has been a consequence of the possibility of flexible and elastic provisioning of resources based on user requirements in a pay-per-use manner. Users are no longer required to buy, manage, or upgrade their computing resources (Zhou et al., 2017). Instead, they can get various information technology capabilities, such as computing, storage, memory, networks, software, etc., as services at low costs and without the hassles of owning or maintaining the resources. On the other side, cloud service providers benefit due to the scale of their service usage along with the idea of multi-tenancy. A multitenant architecture allows a cloud provider to share resources among multiple users; thereby, incurring a lower cost. It is also possible for a user to request dedicated resources though these will come at an increased cost (Kumari & Kaur, 2020).

Even though cloud computing services are being used for a huge number of applications, there are concerns related to failures and therefore, degradation of performance in the cloud. Failures affect the reliability as well as the availability of services and need to be handled effectively. Therefore, fault tolerance is one of the key elements of Service Level Objectives (SLOs) for cloud services’ users (Buyya et al., 2009). FT is the capability of a device or system to continue its operations in
the case where some of its components may have failed (Menychtas & Konstanteli, 2012) (Hasan & Goraya, 2018). Existing approaches to fault tolerance in the cloud are based on traditional distributed computing approaches that fall broadly into two categories: reactive and proactive. Reactive approaches include recovery protocols based on checkpointing and replication protocols and these approaches handle faults after they occur. In contrast, proactive approaches attempt to estimate the occurrence of failures before they occur. Examples include approaches to job migration and self-healing. Of the two categories, reactive approaches have found a wider implementation in cloud computing due to their simplicity and ease of implementation (Kumari & Kaur, 2018) (Saikia & Devi, 2014).

This paper explores the application of the reactive approaches of fault tolerance, i.e., checkpointing and replication, in the Infrastructure as a service (IaaS) cloud. Checkpointing is a well-known technique in which the state of an active virtual machine (VM) is saved periodically during normal execution. In case a failure occurs, the task needs to roll back to the last saved checkpoint instead of restarting; thus, preventing loss in execution. In cloud computing, checkpointing has been widely used to periodically save an active virtual machine’s state for recovery on a physical machine other than the one on which it is hosted (Zhou et al., 2017). The VM can retrieve its last saved error-free state if the failure occurs before its completion. On the other hand, replication of a task or a resource implies maintaining a copy of the same. Here, the copy can be used to replace the primary task or resource in case of failure. Replication is based on the use of redundancy to handle failures and so has been used in cloud computing wherever resources are, in general, available in abundance.

Each of the two approaches, i.e., checkpointing and replication have its own benefits and limitations. Checkpointing uses much lower resources as compared to replication since only the state of a task needs to be saved periodically. However, checkpointing involves overhead at the time of saving checkpoints as well as during recovery (Zhou et al., 2016). Further, a checkpoint allows recovery from a single failure since simultaneous failures of the machines hosting the VM and storing its checkpoint cannot be handled. In comparison, k-replication, i.e., saving k replicas guarantees recovery from up to k-1 failures though it involves the use of k times the actually needed resources. Thus, it is evident that the selection of a fault-tolerance approach needs to be judicious for the best results with minimum resource consumption.

The present work proposes an adaptable approach to the selection of the appropriate FT approach in the cloud computing environment. The projected scheme is adaptable to the specific environment of implementation as it considers factors that reflect both a user’s interests as well as the cloud provider’s capabilities. Firstly, the historic data of physical machines in a cloud is used to classify the machines based on their risk of failure. This classification takes into account the recorded downtime of a machine, the nature of the fault, the physical machine’s type, and its purpose. We have used the k Nearest Neighbour’s (KNN) algorithm (Sharma, 2017) (Sun et al., 2018) to cluster the physical machines into high, medium, and low-risk categories of failures. Each machine has then been assigned a risk label depending on the cluster in which it lies. Subsequently, fuzzy logic has been used to frame rules to determine the appropriate fault tolerance approach for VMs hosted by a particular physical machine. The fuzzy rules are based on three input variables. The first is the VM’s priority level as specified by the end-user. Secondly, we consider a physical machine’s risk label, as assigned by the clustering algorithm, and the last input variable is taken as the level of storage availability. Here, the first input variable reflects the end user’s interest while the other two variables are an indicator of the cloud provider’s capabilities. The fuzzy rules aim to provide a result, i.e., checkpointing or replication, after a comprehensive consideration of both the stakeholders’ interests. Simulation results have verified that the proposed approach outperforms checkpointing or replication approaches when performed alone.

The highlights of the paper are as follows:

- Proposes a novel classification and fuzzy rule-based fault tolerance approach.
- The use of a fuzzy inference system captures the real-world user requirements and a cloud provider’s abilities.
The proposed approach is adaptable and hence, can be used in a dynamic manner based on the actual system state.

The rest of the text is structured as follows: Section 2 deliberates upon the checkpointing and replication techniques. Related work on fault tolerance and fuzzy logic is also discussed in the section. The proposed approach is described in Section 3. Section 4 discusses the simulation results. Finally, this paper is wound up in Section 5.

2. BACKGROUND AND RELATED WORK

The dynamic nature of the cloud system rises the chance of failure. Therefore, fault tolerance (FT) methods are imperative to evade the consequence of failures in the cloud system. FT methods enable systems or devices to provide essential services even in the existence of faulty components. These assist in the detection and management of system failures caused by either hardware or software issues. According to the literature, FT methods for cloud systems are usually based on two approaches: reactive and proactive (Kumari & Kaur, 2018) (Amoon, El-Bahnasawy, Sadi, & Wagdi, 2019).

The reactive FT scheme is utilized to diminish the effect of breakdown in the cloud after the occurrence of the failures. The most repeatedly used reactive FT schemes are replication as well as checkpointing (Amin et al., 2015) (Ray et al., 2020). In comparison, the proactive FT methods are used to anticipate the failure in advance and replace the suspicious component with some running elements. The main purpose of the proactive FT approach is to avoid the existence of failures and evade the recovery process of the reactive FT approaches. Although the use of these methods aims to reduce the number of upcoming failures, these are less practically feasible in cloud systems (Liu et al., 2016) (Prakash & Vyas, 2022).

2.1 Background

To handle the failure in the cloud system reactively, the most commonly used methods are replication and checkpointing. The replication fault-tolerance method maintains multiple copies of VMs or tasks and places them in diverse locations within a data center (Zhou et al., 2016). In case of a task or VM’s failure, execution can continue as long as a copy or replica is available. The main advantages of using replication are that it provides higher availability and reliability, causes less data movement over the network, and thus, has a lower communication overhead. However, resuming the replica VM or task consumes more resources in terms of time and network. In other words, implementing a replication method is expensive since it consumes more storage space and incurs an overhead of updating the replicas (Kumari & Kaur, 2020) (Agarwal & Kotakula, 2022).

On the other side, the checkpointing method is used to save the error-free execution state of the system regularly to stable storage. In the event of a failure, the cloud system can go on with the request from the last preserved checkpoint state rather than restarting from the beginning. (Zhou et al., 2017). The checkpointing process is demonstrated in figure 1. The main advantage of implementing the checkpointing method is that it is less expensive than replication. However, saving checkpoints intermittently and resuming a failed service is time-consuming as well as incurs additional overheads during normal working (Zhao et al., 2016).

Thus, each of the two methods has its pros and cons and a judicious choice of the appropriate method is important.

2.2 Related Work

The key motive of applying FT techniques in the cloud system is to improve accessibility as well as reliability. In order to accomplish this goal, significant research has been undertaken in this field resulting in replication as well as checkpointing-based protocols.
Zhou et al. (2016) have projected an FT method based on replication to enhance the consistency of server-based cloud services. The authors have used a heuristic procedure to select an appropriate host server to keep the replica of VMs. Patra, et al. (2016) have projected an adaptive model to forecast and handle the failure that occurs in real-time cloud computing. The proposed adaptive model uses replication as well as the resubmission fault tolerance method. Another replication and resubmission method based on the reliability requirement has been presented by E. Abdelfattah et al. (2017). If the server with the maximum reliability fails, then the task or VM executing on this server is scheduled at the server having the second-best reliability. A two-stage FT technique is presented by Wu, Y. et al. (2019). In the first state, the authors have developed an algorithm to rank the services according to their significance. The replication strategies for services are changed according to their ranks. An A*-based heuristic alternative path finding procedure is implemented in the second stage to find suitable replacement systems to handle the failure of complex services.

A peer-to-peer checkpointing-based method for the cloud data center has been presented by J. Zhao, et al. (2018). Using this method, the checkpoint images of VMs are saved on the peer or neighboring server. A. Zhou, et al. (2017) have presented an EDCKP (edge switch failure-aware) fault tolerance method to handle the failure of the server as well as edge switch of fat-tree topology in a cloud data center. In this scheme, the checkpoint images of VMs are placed on the server that is in the same pod. This scheme improves the reliability of cloud services and also consumes fewer network resources. Amoon, et al. (2019) have presented a checkpointing method that employs a flexible checkpointing interval. The extent of the interval is defined based on the failure rate of the server where VMs are executing to finish the execution of the application. A scheduling method, presented by Chinnathambi, et al. (2019), is used to monitor the performance of a virtual node as well as an effective checkpointing scheme to bear the migration of tasks and jobs with slight overhead. Moreover, the proposed method efficiently identifies the VM’s faults and immediately transfers the task to some working VM.

Further, it has been observed that research in this field has employed methods of soft computing for the development of effective FT methods. These methods are tolerant of uncertainty, imprecision, and approximation and provide traceability, robustness, and low-cost optimal solutions to difficult computational problems (Gupta et al., 2020) (Ejimogu & Başaran, 2017). The most commonly used soft computing approaches are evolutionary computing, artificial neural networks (ANN), and fuzzy logic (Srivastava & Srivastava, 2014). Of the soft computing methods, fuzzy logic deals with imprecise and vague information to make the best possible decision for the given input. Therefore, fuzzy logic finds application in all problems involving uncertain or imprecise data. Since cloud systems are essentially complex and dynamic systems, soft computing methods have found application in these systems.
M.A.H. Monil et al. (2016) presented an approach based on fuzzy logic for choosing as well as migrating VMs in the cloud. They have tested and evaluated the performance of the projected algorithm on the CloudSim toolkit. Their simulation outcomes demonstrated that this scheme is more energy-efficient compared to others. A proactive autoscaling prototype for a cloud system has been developed by D. Tran et al. (2017). This model consists of two components for prediction and scaling decisions. The prediction is done on the time-series data and for that, they have used the fuzzy method, neural network, and genetic algorithm. For the scaling decision, the author has used the predicted value as well as SLA violation approximations to accomplish final resource allocation. The testing of the proposed solution on real workload data has verified the feasibility of the proposed approach as well as its higher efficiency as compared to existing methods.

A fuzzy logic procedure and prediction scheme have been projected by D.M. Bui et al. in (2018) to proactively recognize the faults that may arise in the cloud system. According to the authors, the proposed method can offer improved performance in terms of reaction rate as well as accuracy, which enhances the reliability of the cloud system. M. N. Cheraghlou et al. (2019) have proposed a scheme called CFTFIS that evaluates the architecture of FT as well as determines the level of FT on the basis of fuzzy patterns. The proposed scheme consists of 3 parameters, namely policies, techniques for fault detection, and fault recovery methods. The architecture of FT and the improved percentage of projected ability are accomplished at five diverse fuzzy levels. In case the susceptibility of a cloud-based system to failures is recognized, a correct and appropriate choice of architecture is employed in the system. Rezaeipanah et al. (2022) put forth an adaptive method to identify the breakdowns in the cloud-based system in the initial stage. In order to monitor the system, a prediction technique has been used by the authors. Further, to identify the faults, they have used an algorithm based on fuzzy logic. In order to facilitate error-free task scheduling, Sathiyamoorthi et al. (2021) suggested an effective and adaptive fault-tolerant scheduling approach. To achieve optimal cloud computing infrastructure dependability and availability, Attallah et al. (2021) proposed a methodology that tolerates virtual machine CPU failures. By combining proactive and reactive techniques, Rawat et al. (2021) introduced a new Threshold-Based Adaptive Fault Tolerance (TBAFT) strategy in the cloud.

By analyzing the literature, it was observed that the existing works, in general, rely on anyone FT technique without considering the features of the cloud environment or the task being performed. However, without the use of an appropriate FT method, it is difficult to achieve reliability and availability. Hence, there is a requirement to develop a scheme that can adapt to the features of the system being considered. Therefore, this work has presented a fault tolerance method based on classification and fuzzy logic that selects an appropriate FT scheme for a given system.

3. PROPOSED APPROACH

The paper presents an adaptable approach to fault tolerance in IaaS clouds which provide computing resources as a service to end-users through virtualization technology. A physical machine (PM) present in the cloud is capable of hosting one or more virtual machines (VM) depending on its own and the hosted VM’s configuration. Each VM is assumed to be executing a user’s task. The failure of a VM will prevent or delay the completion of task execution resulting in reduced user satisfaction as well as loss to the cloud provider. A VM may fail due to multiple software or hardware-related causes. Of these, the software failures are a result of the task or application executing on the VM and are beyond a service provider’s scope. However, a PM’s failure is a risk that can be predicted based on a PM’s historical data. Therefore, this work uses data on PMs’ previous failures to label a PM according to its risk of failure. Subsequently, the risk labels of PMs are taken along with a task’s priority level and the level of storage available in the cloud to determine the fault tolerance approach suitable for the task.
3.1 Clustering and Labeling PMs Based on Failure Data

As a first step towards fault tolerance, we consider the physical machines on which virtual machines are hosted. Data related to the past occurrences of PM failures are analyzed with the objective to determine the risk of a PM’s failure in the future. The dataset from a cloud provider includes various features with regard to a PM’s failure. The work has used the following features for risk labeling: the cause of failure, the downtime during a failure, and the physical machine’s type and its purpose. The cause of fault indicates whether a fault is likely to recur or not. For instance, hardware faults may recur as they are related to the machine but a software fault may have been due to the hosted VM or the task executed on it and are not likely to happen again. Downtime is used as it is expected to reflect the fault severity.

KNN algorithm (Rong et al., 2016) has been used for unsupervised clustering of the failure data. It is a non-parametric algorithm and does not assume any specific data distribution and thus, suits the real-world failure data. Further, the data is unlabelled and KNN is used to firstly group the data into three clusters based on feature similarity (Java, n.d.). Then, the formed clusters were analyzed and given a risk label, i.e., high, medium, and low. Thus, PMs lying in the cluster with labels as (high/medium/low) are thus classified to be PMs with (high/medium/low) risk of failure. Clusters formed by the KNN algorithm on the NERSC (Mohammed et al., 2018) dataset and the predicted outcomes and its analysis in terms of precision, recall as well as F1-measure are carried out in table 1. The overall accuracy obtained is 99.98%. Subsequently, label tuning is performed on the clustered value to label the machine into high, moderate, and low risk.

3.2 Fault Tolerance Method Selection Fuzzy Inference System (FTMSFIS)

Fuzzy logic is a method of reasoning and decision-making that is often used in systems involving uncertain, imprecise, or vague information. It is based on the concept of relative graded membership motivated by human perception and cognition process (Bui & Lee, 2018). Fuzzy logic is applicable in problems involving human expertise, little data, or where input parameters are linguistic in nature or do not possess sharp or crisp boundaries (Cheraghlou et al., 2019). Since it provides an effective way for the resolution of multi-criteria decision problems, it has been used in the development of intelligent systems for optimization, pattern recognition, control, project risk assessment, trust evaluation systems for cloud service providers, and many more. The present work employs fuzzy logic to derive an effective method of FT in the cloud. The choice of fuzzy logic is depending on the fuzzy nature of input parameters of storage availability, the machine’s risk of failure, and a user’s priority level. It is postulated that a fuzzy logic-based system resembling human cognition will yield effective results for the current problem. The proposed fuzzy rule-based system, referred to as the Fault Tolerance Method Selection Fuzzy Inference System (FTMSFIS) selects an appropriate FT method to handle the failures in the cloud. FTMSFIS is a Mamdani fuzzy inference system (FIS) (Rezaeipanah et al., 2022) to adapt the input parameters to two output classes of replication and checkpointing.

Figure 2 demonstrates the FTMSFIS model. This fuzzy system consists of three attributes as input variables namely: Machine Risk (MR), Storage Availability (SA), and Task Priority (TP). The single output variable is the Fault Tolerance Method (FTM). A detailed description of values for input and output variables is summarized in Table 2.

### Table 1. Statistical analysis

<table>
<thead>
<tr>
<th></th>
<th>High</th>
<th>Medium</th>
<th>Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>100</td>
<td>83</td>
<td>100</td>
</tr>
<tr>
<td>Recall</td>
<td>100</td>
<td>100</td>
<td>91</td>
</tr>
<tr>
<td>F1 -Measure</td>
<td>100</td>
<td>91</td>
<td>95</td>
</tr>
</tbody>
</table>
**Fuzzy Inference System (FIS):** A FIS is composed of a fuzzifier, inference engine, and defuzzifier. The term fuzzifier is used to translate input parameters into linguistic terms. The defuzzifier transforms the inference engine’s outcome into a crisp value. The inference engine is responsible for acquiring output using well-defined rules and kept in the database.

**Input Variables:** See below:
- **Machine Risk (MR):** This variable denotes the types of risk associated with the physical machine. This variable is represented over a scale of 0-2. The variable is signified using the 3 fuzzy sets such that low, moderate, and high.
- **Storage Availability (SA):** This variable signifies the amount of storage available at the particular physical machine. The SA is described in terms of percentage, i.e., over a scale of 0-100. This variable is represented using the three fuzzy sets such that less, medium, and high.

---

### Table 2. System variables, linguistic terms, and Interval endpoints

<table>
<thead>
<tr>
<th>Variables</th>
<th>Variable type</th>
<th>Linguistic Terms</th>
<th>Interval endpoints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine Risk</td>
<td>Input</td>
<td>Low</td>
<td>(0, 0, 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Moderate</td>
<td>(0, 1, 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>(1, 2, 2)</td>
</tr>
<tr>
<td>Storage Availability</td>
<td>Input</td>
<td>Less</td>
<td>(0, 0, 10, 30)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td>(20, 50, 80)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>(40, 60, 100, 100)</td>
</tr>
<tr>
<td>Task Priority</td>
<td>Input</td>
<td>Low</td>
<td>(0, 0, 3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td>(2, 5, 8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>(6, 8, 10, 10)</td>
</tr>
<tr>
<td>Fault Tolerance Method</td>
<td>Output</td>
<td>Checkpointing</td>
<td>(0, 30, 50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Replication</td>
<td>(30, 45, 80)</td>
</tr>
</tbody>
</table>
Task Priority (TP): This attribute signifies the priority associated with the tasks i.e., being executed on the virtual machine. This variable is represented over a scale of 0-10 using the 3 fuzzy sets, low, medium, and high.

Output Variable: This fuzzy system has only one output variable i.e., Fault Tolerance Method (FTM). The FTM denotes which type of fault tolerance technique is selected to deal with failure proactively. This variable is represented using the two fuzzy sets of checkpointing and replication and denoted over a scale of 0-80.

Membership Function for Input and Output Variables: In this paper, to decrease the complications, the trapezoid and triangle membership function is used for the input as well as output variables. The fuzzy set membership of the variable machine risk, storage availability, task priority, and the fault tolerance method is described as follows:

- **Machine Risk (MR):** This variable is defined using three fuzzy sets: Low, Moderate, and High, as depicted in figure 3. The horizontal and the vertical axis denote the input value and degree of membership of the attribute MR respectively.

- **Storage Availability (SA):** This input variable is defined using three fuzzy sets, Less, Medium, and High, as presented in figure 4.

- **Task Priority (TP):** This variable is defined using 3 fuzzy sets as Low, Medium, as well as High, as illustrated in figure 5.

- **Fault Tolerance Method (FTM):** This variable is defined using two fuzzy sets of Checkpointing and Replication, as presented in figure 6.

The membership function $\mu$ of the MR attribute is defined as follows:

$$
\mu_{\text{low-MR}}(x) = \begin{cases} 
0, & \text{if } x > 1 \\
(1 - x), & \text{if } 0 \leq x \leq 1
\end{cases}
$$

(1)

Figure 3. The Machine Risk (MR) fuzzy set
Figure 4. The SA fuzzy set

\[ \mu_{high\_MR}(x) = \begin{cases} 
0, & \text{if } x < 0 \\
(x), & \text{if } 0 \leq x \leq 1 \\
(2 - x), & \text{if } 1 \leq x \leq 2 \\
0, & \text{if } x > 0 
\end{cases} \]  

Figure 5. The TP fuzzy set

\[ \mu_{high\_MR}(x) = \begin{cases} 
0, & \text{if } x < 1 \\
(x - 1), & \text{if } 1 \leq x \leq 2 
\end{cases} \]
The horizontal and the vertical axis denote the input value and degree of membership of the attribute SA respectively. The membership function $\mu$ of the SA attribute is defined as follows:

$$
\mu_{\text{less}_S}\left(x\right) = \begin{cases} 
1, & \text{if } x < 10 \\
\frac{30-x}{20}, & \text{if } 10 \leq x \leq 30 \\
0, & \text{if } x > 30
\end{cases}
$$

(4)

$$
\mu_{\text{med}_S}\left(x\right) = \begin{cases} 
0, & \text{if } x < 20 \\
\frac{x-20}{30}, & \text{if } 20 \leq x \leq 50 \\
\frac{80-x}{30}, & \text{if } 50 \leq x \leq 80 \\
0, & \text{if } x > 80
\end{cases}
$$

(5)

$$
\mu_{\text{high}_S}\left(x\right) = \begin{cases} 
0, & \text{if } x < 40 \\
\frac{x-40}{20}, & \text{if } 40 \leq x \leq 60 \\
1, & \text{if } x > 60
\end{cases}
$$

(6)

The horizontal and the vertical axis denote the input value and degree of membership of the attribute TP respectively. The membership function, $\mu$ of the TP attribute, is defined as follows:
\[ \mu_{\text{low}_T P}(x) = \begin{cases} 
0, & \text{if } x > 3 \\
\frac{(3-x)}{3}, & \text{if } 0 \leq x \leq 3 
\end{cases} \] (7)

\[ \mu_{\text{med}_T P}(x) = \begin{cases} 
0, & \text{if } x < 2 \\
\frac{(x-2)}{3}, & \text{if } 2 \leq x \leq 5 \\
\frac{(8-x)}{3}, & \text{if } 5 \leq x \leq 8 \\
0, & \text{if } x > 8 
\end{cases} \] (8)

\[ \mu_{\text{high}_T P}(x) = \begin{cases} 
0, & \text{if } x < 6 \\
\frac{(x-6)}{2}, & \text{if } 6 \leq x \leq 8 \\
1, & \text{if } x > 8 
\end{cases} \] (9)

The horizontal and the vertical axis denote the input value and degree of membership of the attribute FTM respectively. The membership function, \( \mu \) of the FTM attribute, is defined as follows:

\[ \mu_{CP}(x) = \begin{cases} 
0, & \text{if } x < 0 \\
\frac{x}{30}, & \text{if } 0 \leq x \leq 30 \\
\frac{(50-x)}{20}, & \text{if } 30 \leq x \leq 50 \\
0, & \text{if } x > 50 
\end{cases} \] (10)

\[ \mu_{Re_p}(x) = \begin{cases} 
0, & \text{if } x < 30 \\
\frac{(x-30)}{15}, & \text{if } 30 \leq x \leq 45 \\
\frac{(80-x)}{35}, & \text{if } 45 \leq x \leq 80 \\
0, & \text{if } x > 80 
\end{cases} \] (11)

### 3.3 Fuzzy Rules

An inclusive set of 27 fuzzy rules is framed for determining the value of the \( FTM \) variable (output variable) on the basis of the values of 3 input variables. To form the fuzzy rules, we followed certain conditions:

**Case 1:** If the storage availability on a physical machine is high and the priority of the task submitted by the user is high then irrespective of the value of machine risk, the replication fault-tolerance method is selected to handle the failure.
Case 2: If the storage availability on a physical machine is high or medium and the priority of the task submitted by the user is low then there can be two sub-conditions:

- If physical machine risk is high, then the replication fault-tolerance method is selected to deal with the failure.
- If physical machine risk is low, then the checkpointing fault-tolerance method is selected to handle the failure.

Case 3: In the case of low storage availability on a physical machine, irrespective of the value of task priority and machine risk, the checkpointing fault-tolerance method is selected to deal with the failure.

The 27 fuzzy inference rules consider all the possible combinations of the above-defined conditions (Case 1 to Case 3) for the input variables. Considering Case 1, Case 2, and Case 3, three rules are designed for each. Hence, the total number of framed rules is $3^3 = 27$. The 27 rules for the proposed fuzzy system are illustrated in Table 3.

**Table 3. Proposed rules for FTMSFIS**

<table>
<thead>
<tr>
<th>Rule No.</th>
<th>Machine Risk</th>
<th>Storage Availability</th>
<th>Task Priority</th>
<th>Fault Tolerance Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Low</td>
<td>Less</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>Less</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>3</td>
<td>Low</td>
<td>Less</td>
<td>High</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>4</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>5</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>6</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>Replication</td>
</tr>
<tr>
<td>7</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>8</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>9</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Replication</td>
</tr>
<tr>
<td>10</td>
<td>Moderate</td>
<td>Less</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>11</td>
<td>Moderate</td>
<td>Less</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>12</td>
<td>Moderate</td>
<td>Less</td>
<td>High</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>13</td>
<td>Moderate</td>
<td>Medium</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>14</td>
<td>Moderate</td>
<td>Medium</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>15</td>
<td>Moderate</td>
<td>Medium</td>
<td>High</td>
<td>Replication</td>
</tr>
<tr>
<td>16</td>
<td>Moderate</td>
<td>High</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>17</td>
<td>Moderate</td>
<td>High</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>18</td>
<td>Moderate</td>
<td>High</td>
<td>High</td>
<td>Replication</td>
</tr>
<tr>
<td>19</td>
<td>High</td>
<td>Less</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>20</td>
<td>High</td>
<td>Less</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>21</td>
<td>High</td>
<td>Less</td>
<td>High</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>22</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>Replication</td>
</tr>
<tr>
<td>23</td>
<td>High</td>
<td>Medium</td>
<td>Medium</td>
<td>Replication</td>
</tr>
<tr>
<td>24</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Replication</td>
</tr>
<tr>
<td>25</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Replication</td>
</tr>
<tr>
<td>26</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>Replication</td>
</tr>
<tr>
<td>27</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Replication</td>
</tr>
</tbody>
</table>
Subsequently, on evaluation of the rules in Table 3 according to the given conditions, we found that some rules could be combined to get a minimized set of rules in order to further optimize the proposed fuzzy system. For instance, rules 1-3 indicate that if machine risk is low and storage availability is less, then irrespective of Task Priority, the FT method to be used is Checkpointing. Hence, Rules 1-3 in Table 3 are merged to form the new rule 1 in Table 4. Similarly, rules 10 - 12 in Table 3 are combined to form rule 8 in Table 4, and 19 - 21 are merged to form rule 15 in Table 4. Following the same approach, rules from 22 to 24, and 25 to 27 are combined to form rules 16 and 17 respectively in table 4. Thus, after merging a few rules, the total number of fuzzy rules for the proposed fuzzy system is 17. The reduced set of fuzzy rules is illustrated in Table 4.

Further, Figure 7 illustrates the design of the proposed fuzzy system in the MATLAB environment. We have designed the Mamdani FIS with three inputs, one output, and 17 rules. The fuzzifier transformed input attributes in a linguistic term set with the help of membership functions. The fuzzifier’s result is forwarded to the inference engine, which uses the database’s well-defined rules to provide the best possible output.

To represent the final system output, the produced fuzzy result is sent to the defuzzifier, which translates the outcome into a crisp value. Defuzzification is done using the centroid method. The FTM of a system is evaluated in either checkpointing or replication states based on the defuzzifier result. The FTMSFIS inference engine database rules, which were executed in MATLAB, are shown in Figure 8a. Figure 8b depicts a Surface Viewer interpretation of the predicted fuzzy system.

Table 4. Minimized rules for FTMSFIS

<table>
<thead>
<tr>
<th>Rule No.</th>
<th>Machine Risk</th>
<th>Storage Availability</th>
<th>Task Priority</th>
<th>Fault Tolerance Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Low</td>
<td>Less</td>
<td>Low/Medium/High</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>3</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>4</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>Replication</td>
</tr>
<tr>
<td>5</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>6</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>7</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Replication</td>
</tr>
<tr>
<td>8</td>
<td>Moderate</td>
<td>Less</td>
<td>Low/Medium/High</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>9</td>
<td>Moderate</td>
<td>Medium</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>10</td>
<td>Moderate</td>
<td>Medium</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>11</td>
<td>Moderate</td>
<td>Medium</td>
<td>High</td>
<td>Replication</td>
</tr>
<tr>
<td>12</td>
<td>Moderate</td>
<td>High</td>
<td>Low</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>13</td>
<td>Moderate</td>
<td>High</td>
<td>Medium</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>14</td>
<td>Moderate</td>
<td>High</td>
<td>High</td>
<td>Replication</td>
</tr>
<tr>
<td>15</td>
<td>High</td>
<td>Less</td>
<td>Low/Medium/High</td>
<td>Checkpointing</td>
</tr>
<tr>
<td>16</td>
<td>High</td>
<td>Medium</td>
<td>Low/Medium/High</td>
<td>Replication</td>
</tr>
<tr>
<td>17</td>
<td>High</td>
<td>High</td>
<td>Low/Medium/High</td>
<td>Replication</td>
</tr>
</tbody>
</table>
4. SIMULATION RESULTS

In this segment, we measure the effectiveness of the projected scheme with simulation-based experiments. The suggested scheme is compared with the replication and checkpointing method in terms of the total amount of successful recoveries as well as the maximum storage consumption. The simulations are run on a PC with an Intel® Core (TM) CPU i5-7200 processor running at 2.7 GHz and 8 GB of RAM. We assume that each PM can have 0 to 4 VMs for executing the submitted tasks.

4.1 Metrics

1. **Recoverability**: This metric is used to calculate the percentage of successful VM recoveries and is defined in equation 12:

   \[
   \text{Recoverability} = \frac{\text{Total Number of Successful Recovery}}{\text{Total Number of Failure}} \times 100 \tag{12}
   \]

2. **Maximum Storage Consumption (MSC)**: This metric is used to calculate the maximum amount of storage consumed on PMs while executing checkpointing and replication methods as well as the proposed method. The MSC is defined in equation 13:
Figure 8. (a) an illustration of inference engine rules intended in MATLAB; (b) an illustration of Surface Viewer of FTMSFIS rules
Replication Method = \sum_{i}^{n} pm_{i} \ast v \ast s

Checkpointing Method = \sum_{i}^{n} pm_{i} \ast v \ast cpi

Proposed Method = \sum_{i}^{h} pm_{i} \ast v \ast s + \sum_{j}^{l} pm_{j} \ast v \ast cpi

where:

- $n$ represents the total number of PMs.
- $v$ signifies the number of VMs on each PM.
- $s$ denotes the size of each virtual machine.
- $cpi$ denotes the checkpoint image size of each virtual machine.
- $h$ denotes the total number of high-risk machines.
- $l$ denotes the total number of low-risk machines.

5. RESULTS

5.1 Case 1: High Storage Availability and High Task Priority

5.1.1 Measuring Successful Recoverability

The objective of this experiment is to measure the number of VMs that recovered successfully in a given time period using the proposed method. In this scenario, the replication method is selected by the proposed approach. Hence, we compare the outcomes with the number of VMs successfully recovered achieved using the checkpointing method. From the outcomes in Fig. 9, it can be seen that the proposed strategy achieves higher recoverability than the checkpointing scheme by about 4% on average.

The next set of experiments is done to evaluate the number of recoveries under varying failure rates (FR) of VM. FR means how often a PM or VM breaks down in a quantified period of time.

Figure 9. Successful recovery of virtual machines
Fig. 10 demonstrates the recoverability of the system for FR as 0.01, 0.05, 0.1, and 0.5 for varying execution times.

In both the above cases, the proposed approach is providing a higher recoverability than the checkpointing scheme.

5.2 Case 2: High Storage Availability and Low Task Priority

5.2.1 Measuring Recoverability

The results of the suggested methodology are compared to the number of successful VM recoveries accomplished using replication and the checkpointing strategy in this experiment. From the outcomes in Fig. 11, it can be observed that the proposed method accomplishes higher recoverability, of nearly 56% and 48% on average than the replication and checkpointing schemes respectively.

The subsequent set of experiments evaluates the number of recoveries under different failure rates (FR) of VM. Fig. 12 demonstrates the recoverability of the system for FR as 0.01, 0.05, 0.1, and 0.5 for varying execution times.

In both the above cases, the proposed approach is providing a higher recoverability than the replication and checkpointing scheme. The same can be attributed to the adaptability of the proposed scheme depending on the task priority and the given cloud environment.

5.2.2 Measuring Maximum Storage Consumption

In this experiment, the outcomes of the proposed method are compared with the replication and the checkpointing method in terms of maximum storage consumption. From the outcomes in Fig. 13, it can be observed that the proposed method consumes less storage space than the replication method but is higher than the checkpointing method.

Figure 10. Successful recovery vs failure rate
In the above-defined instances, the proposed approach is providing a higher recoverability than the replication and checkpointing scheme. However, the proposed approach consumes slightly higher storage space than checkpointing but less than the replication scheme. The results are according to expected outcomes since the proposed approach flexibly selects either checkpointing, which takes
5.3 Case 3: Low Storage Availability and High or Low Task Priority

5.3.1 Measuring Replication Factor

This experiment is done to measure the percentage of VM allocation (successful placement of VMs) on the varying replication factor. From the outcomes in fig. 14, it can be observed that the number of VM allocations using replication factor 2 is better than the replication factor 3. However, in case of failure, the system with replication factor 3 provides better reliability.
5.3.2 Measuring Recoverability

The aim of this experiment is to determine the number of VMs that successfully recovered using the suggested method in a particular time frame. The results are compared to the number of VMs that have been successfully recovered using the replication approach. The results in Fig. 15 show that the proposed strategy achieves higher recoverability than the replication scheme, of nearly 6% on average.

The next set of experiments is done to evaluate the number of recoveries under varying failure rates (FR) of VM. Fig. 16 demonstrates the recoverability of the system for FR as 0.01, 0.05, 0.1, and 0.5 for varying execution times.

In both the above cases, the proposed approach is providing a higher recoverability than the replication scheme.

5.3.3 Measuring Maximum Storage Consumption

This experiment is done on a distinct set of PMs to evaluate the amount of storage consumed using the proposed method. The outcomes of the proposed method are compared with the replication scheme in terms of maximum storage consumption. From the result in Fig. 17, it can be observed that the proposed method consumes less storage space than the replication method.

In the above-defined instances, the proposed approach is providing a higher recoverability than the replication scheme. However, the proposed approach also consumes less storage space than the replication scheme.

6. CONCLUSION

The dynamic nature of the cloud computing environment makes it vulnerable to varied types of faults. This results in the significance of FT methods in the implementation of reliable and robust cloud-based systems. The paper presents a classification and fuzzy logic-based adaptable approach to FT in the cloud. It considers parameters related to a user’s preferences, a physical machine’s risk of failure, and a cloud system’s capabilities to determine the appropriate fault tolerance method to be used for a task submitted by the user. Here, two types of FT methods are considered: checkpointing and replication. The performance of the proposed method is evaluated through simulation experiments. It has been seen that the suggested adaptable approach outperforms the methods of checkpointing.
Figure 16. Successful recovery vs failure rate

Figure 17. Maximum storage consumption on PMs (in GB)
and replication when used alone. The implementation of the adaptable method results in a higher number of successful recoveries than the other methods; thus, leading to efficient use of resources, user satisfaction, and economical profits for users as well as cloud providers.
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