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ABSTRACT

With the rapid development of service computing and software technologies, it is necessary to correctly and efficiently classify web services to promote their discovery and application. The existing service classification methods based on heterogeneous information networks (HIN) achieve better classification performance. However, such methods use negative sampling to randomly select nodes and do not learn the underlying distribution to obtain a robust representation of the nodes. This paper proposes a web services classification method based on HIN and generative adversarial networks (GAN) named SC-GAN. The authors first construct a HIN using the structural relationships between web services and their attribute information. After obtaining the feature embedding of the services based on meta-path random walks, a relationship-aware GAN model is input for adversarial training to obtain high-quality negative samples for optimizing the embedding. Experimental results on real datasets show that SC-GAN improves classification accuracy significantly over state-of-the-art methods.
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INTRODUCTION

Web services are gradually becoming the mainstream technology for implementing service-oriented architecture (SOA) applications. With the emergence of many more SOA-based applications, more and more Web services are available on the Internet today. For this reason, the rapid and accurate discovery and selection of required Web services have become a fundamental challenge in service
computing. In addition, the lack of a formal description model, too little description text, and the irregular description language, further increases the challenge of Web services discovery and selection (Ye, Cao et al. 2019).

Web services classification techniques have been studied and proposed by many researchers previously. The main goal is to reduce the space and time required for Web services search to improve the efficiency and quality of Web service discovery. Most of these studies classify Web services based on their functional attributes (Wang, Yang et al. 2017) (Xia, Fan et al. 2014). They typically employ TF-IDF, cosine similarity, and other similarity measures to determine the functional similarity between Web services based on Web services description language (WSDL) documents (Xia, Fan et al. 2014). Furthermore, several researchers have used LDA topic models or their extensions (Shi, Liu et al. 2019) (Shi, Liu et al. 2017) (Cao, Liu et al. 2017a) (Cao, Liu et al. 2019) to mine hidden topic information in Web services. These topic-model-based works represent Web services using low-dimensional topic vector features and classify Web services by computing similarities based on these topic vectors. However, it is very challenging for these approaches that only consider service content information to achieve good results because of the short length and sparse nature of WSDL documents (Cao, Liu et al. 2016).

Web services are also directly or indirectly related to other information (e.g., Tags, Mashups, etc.), which characterize the functional properties of a Web service from several perspectives(Cao, Liu et al. 2017b). Therefore, several methodologies exist to classify Web services using auxiliary relationships such as tags. Although these methodologies improve the accuracy of Web service classification to a certain extent, they rely on attribute information such as textual description information and labels that do not fully consider the complex structural interactions between Web services (combination and shared labeling relationships).

Several objects link Web services to form a natural heterogeneous information network and provide new ideas for some special Web service classification situations. This has recently led to several researchers focusing on studying node representation learning for heterogeneous information networks (HIN)(Shi, Li et al. 2016) and have applied it for service classification. HIN aims to learn to map input spaces to lower-dimensional spaces while preserving heterogeneous structure and semantics, one of the most promising of such works are Metapath2vec(Dong, Chawla et al. 2017), HERec(Shi, Hu et al. 2018) and Hin2vec(Fu, Lee et al. 2017). Though these methods achieve significant classification accuracy improvement in node classification, they also have limitations. First, they usually sample negatively by randomly selecting existing nodes in the network. Second, they focus on capturing rich semantic information over heterogeneous information networks without paying attention to the underlying node distribution. For these reasons, they do not perform well under real network situations, which tend to be sparse and noisy.

To tackle these challenges, some researchers have adopted generative adversarial network (GAN) models11 to learn potential robust representations for various applications(Ding, Tang et al. 2018) (Yu, Zhang et al. 2017). GAN depends on the idea of adversarial learning, where the discriminator and the generator compete with each other in order to train a better discriminatory model and learn the underlying data distribution. Early adoption of this technique has shown some promising preliminary results on GAN-based network representation learning(Pan, Hu et al. 2018) (Wang et al. 2018) (Fu, Lee et al. 2017). In particular, (Hu, Fang et al. 2019) proposed an adversarial learning approach based on heterogeneous information networks and showed better performance in node classification tasks.

Inspired by the above research, we propose a hybrid Web service classification method based on HIN and GAN called SC-GAN. The proposed method merges heterogeneous information networks and generative adversarial network techniques. Our proposed method uses a heterogeneous information representation model that fully extracts the structural features of Web services and adopts GAN training to capture a more robust representations of Web service nodes. Consequently, the proposed method improves the accuracy of Web service classification. To sum up, the main contributions of this paper are as follows:
• We extend adversarial learning to Web service node representation for heterogeneous information networks, which preserves the rich semantics of Web service heterogeneous information networks, ensures the robustness of the learned service node representations, and subsequently improves the accuracy of service classification.

• We propose a novel service classification method by fusing heterogeneous information networks and adversarial training, which captures the relationships for rich semantics and provides an efficient mechanism for generating negative samples.

• We perform experiments based on real datasets from ProgrammableWeb, and the experimental results validate the effectiveness of the proposed method, which improves the accuracy and quality of Web service classification.

The rest of the paper is organized as follows: Section 2 provides background information to our proposed work. We describe our proposed SC-GAN method in Section 3 and report the experimental evaluation and analysis in Section 4. In Section 5, we present some current works in literature. Finally, we conclude and provide an outlook on the future work of this paper in Section 6.

**PRELIMINARY**

In this section, we introduce concepts related to heterogeneous information networks and generative adversarial networks (GAN) that we use in this paper.

**Definition 2.1. Heterogeneous information network.** A heterogeneous information network (HIN) is a form of a directed graph \( \mathcal{G} = \{ S, E, A, R, \phi, \varphi \} \), in which \( S \) denotes the set of nodes, \( E \) presents the interaction behaviors between different types of objects. \( \phi \) is the object type mapping function such that \( \phi : S \rightarrow A \) for node types and \( \varphi \) is the link mapping function such that \( \varphi : E \rightarrow R \), for relation types, in which \( A \) and \( R \) denote the set of node and relation types, respectively and while \( |A| + |R| > 2 \).

**Definition 2.2. Meta-path.** A meta-path is the path that defines the connection between objects on the network schema, formally represented as \( A_1 \rightarrow A_2 \rightarrow \cdots \rightarrow A_{t+1} \), and complicated relation between object types on the path as \( R = R_1 \circ R_2 \circ \cdots \circ R_t \). Among them, Where \( \circ \) represents the composite operator between relations, \( A_i \) denotes the object type and \( R_i \) denotes the relation type.

**Definition 2.3. Adversarial Generative Networks (GAN).** GANs are regarded as a max-mini game among two players, namely the generator \( G \) and the discriminator \( D \). The specific optimization form is as follows:

\[
\min_{\theta^g} \max_{\theta^d} \mathbb{E}_{z \sim p_{data}} \left[ \log D(x; \theta^d) \right] + \mathbb{E}_{z \sim p_z} \left[ \log \left( 1 - D \left( G \left( z; \theta^g \right); \theta^d \right) \right) \right]
\]

The generator \( G \) attempts to generate pseudo-samples as similar as possible to the real data using the noise \( Z \), from the predefined distribution, where the parameters of the generator are represented. Conversely, the discriminator \( D \) intends to discriminate between real data from distribution and pseudo-data from the generator, where \( \theta^d \) represents the parameters of the discriminator. It has been found in practice that GAN generally works better if the generator minimizes \( \log D \left( G \left( z; \theta^g \right); \theta^d \right) \) instead of \( \log \left( 1 - D \left( G \left( z; \theta^g \right); \theta^d \right) \right) \) (Reed, Akata et al. 2016).
SC-GAN METHOD FOR WEB SERVICE CLASSIFICATION

The Overall Framework

In this section, we describe the proposed SC-GAN method in detail. First, we obtain information such as service description documents, tags, and labels from the Web services repository. We use this information to construct a service heterogeneous information network. Next, we specify the relationship between Web service nodes under the meta-path into the Metapath2vec model. Then we input the obtained service node embedding into a GAN model with a multi-layer perceptron for generative adversarial training to capture a robust representation of the Web service nodes. Finally, we use multivariate logistic regression to predict the category of Web services. The overall framework of our proposed SC-GAN method is shown in Figure 1 and comprises three main stages: (1) service heterogeneous information network construction and Metapath2vec network representation; (2) SC-GAN adversarial training; and (3) Web service classification.

Service Heterogeneous Information Network Construction and Metapath2vec Network Representation

HIN comprise several types of objects and rich interaction relations. Figure 2 shows a hypothetical example of a Web service HIN. It is made up of a variety of node types (such as Web services, mashups, tags, and description documents) and their semantic relation (such as Mashup-Web service call, Web services shared tags, and Web services containing description documents). Due to their heterogeneous nature, HIN often has extremely rich and complex semantics. Therefore, we first consider the problem of constructing meta-paths to perform relationship mining. We use nodes of the same type to construct symmetrical meta-paths (i.e., the nodes at the start and end of the meta-path are of the same type). Table 1 shows examples of the constructed meta-paths. We combine a priori knowledge of the services network to conclude that service nodes with the same label and subject term may belong to the same category, as well as mashups that invoke the same services may invoke the same category of services.

<table>
<thead>
<tr>
<th>meta-path</th>
<th>semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMSMS</td>
<td>Mashups that have called the same service may call services of the same category</td>
</tr>
<tr>
<td>STS</td>
<td>Services with the same label may belong to the same category</td>
</tr>
<tr>
<td>SDS</td>
<td>Services with the same subject heading may belong to the same category</td>
</tr>
</tbody>
</table>
In general, we construct meta-paths via a priori knowledge of the network. After obtaining the meta-path, we learn an embedding of the Web services nodes. The goal of HIN embedding is to learn a mapping function that projects each Web service node into a low-dimensional vector space. By investigating the embedding of heterogeneous graphs, we select the Metapath2vec model for the HIN embedding. Metapath2vec learns network representations through random walking and heterogeneous Skip-gram models based on meta-paths that capture semantic and structural correlations between different types of nodes. The walk path is generated according to the following distribution:

\[
P(n_{k+1} = x | n_k = s) = \begin{cases} \frac{1}{|\mathcal{N}^1_{\rho}(s)|} (s, x) \in E \land s, x \in A_k \cup A_{k+1} \\ 0, otherwise \end{cases}
\]  

(2)

Where \( n_k \) is the \( k \)-th node in the walk, \( \mathcal{N}^1_{\rho}(s) \) denotes the set of fist-order neighbors of the meta-path \( \rho \). A walk will repeatedly follow the pattern of meta-paths until it reaches a predefined length.

We define a walking path as a meta-path that expresses the possibility that services with the same label belong to the same class. For instance, as shown in Figure 2 and Table 1, “STS” is a meta-path where S and T denote the Web service node type and the Web services label node type, respectively. By employing a Meta-path-based random walking we randomly determine the node type in the next-hop service node using the current and corresponding service node type with the meta-path pattern. Ultimately, meta path-based random wandering strategies capture connections between different node types by ensuring that they are properly fused into the skip-gram model with semantic relationships between them.

Figure 2.
Service Heterogeneous Information Network
GAN ADVERSARIAL TRAINING

The SC-GAN stage consists of two main competing components, namely discriminator and generator. When a Web service node is given, the generator tries to generate a pseudo-sample associated with it and provides the sample to the discriminator to tell if it is a real or fake sample. The discriminator optimizes its parameters to separate the pseudo-sample from the real sample associated with the given node. This process continues iteratively until a well-trained discriminator forces the generator to produce better pseudo-samples, and the discriminator enhances its judgment criteria. In such an iterative process, both the generator and the discriminator are positively enhanced.

Considering the representation learning that preserves the rich semantics of Web service nodes, the proposed SC-GAN model introduces discriminators and generators with relationship awareness to distinguish various types of semantic relationships between service nodes. As shown in Figure 3, we feed a meta-path based on a service HIN into the GAN for adversarial training. The goal is to train the discriminator such that given a Web service node label and a relation such as tag/tagged, the discriminator can distinguish between any given two services. To generate better samples, we use a generalized generator to generate fake samples such as node service’, where service’ may not belong to the HIN. The service may be an “average” of service 1, service 3, more similar to the real sample service 2 rather than a fake sample of service 3.

RELATIONSHIP-AWARE GENERATOR

To tackle the problem of processing multi-relational data, (Bordes, Usunier et al. 2013) proposed the TransE algorithm for distributed vector representation based on entities and relationships, where the head entity embedding plus the relationship embedding of each triplet instance (head, relationship, tail) will equal the tail entity embedding. In the TransE embedding method for heterogeneous information networks, for each triple \( (s, r, v) \) in the service heterogeneous information network (where \( s \) and \( v \) denote two service nodes linked by the relation \( r \), respectively.), Also, we denote their sets as \( s \in S \) and \( r \in E \) respectively.

Figure 3.
Example of ATA input SC-GAN adversarial training
The goal of generator $G$ is to generate pseudo samples to simulate the real samples. For one thing, $G$ perceives relations as well as the discriminator does. Therefore, when we are given a service node $s \in S$ and a relation $r \in E$, the generator aims to generate a pseudo service node $v$ that connected to service node $s$ by relation relation $r$. That is, node $v$ should be as close to the real node as possible, e.g., $(s, v) \sim P_G$. For the other thing, the generator is generative, which means that the pseudo service node $v$ may be potential rather than discovered in $S$. To satisfy these requirements, the generator uses a matrix specific to the relationship (for relationship awareness) and in a continuous distribution from the underlying layer. Specifically, we use the following Gaussian distribution $N(e_s^G M_r^G, \sigma^2 I)$ for generating samples from the underlying continuous distribution.

where $e_s^G \in \mathbb{R}^{d \times 1}$ and $M_r^G \in \mathbb{R}^{d \times d}$ represent the service node embedding of generator $s \in S$ and the relation matrix of $r \in E$, respectively. In other words, for some choice of $\sigma$, it is a Gaussian distribution. Intuitively, the mean $e_s^G M_r^G$ represents fake-service nodes that may be connected to $s$ via relation $r$, and the covariance $\sigma^2 I \in \mathbb{R}^{d \times d}$ denotes potential bias. A simple solution is to generate samples directly from $N(e_s^G M_r^G, \sigma^2 I)$. However, since neural networks have demonstrated powerful capabilities in modeling complex structures (Wan, Li et al. 2015), multi-layer perceptron (MLP) are integrated into generators to enhance the output of pseudo-samples. Therefore, the formula for the generator is as follows:

$$G(s, r; \theta^G) = f(W_L \cdots f(W_1 e + b_1) + b_L)$$

(3)

In the above equation, we obtain $e$ from the distribution $N(e_s^G M_r^G, \sigma^2 I)$, where $f$ is the activation function, and $W_*$ and $b_*$ denote the weight matrix and deviation vector for each layer, respectively.

The generator wants to generate samples that obey the true data distribution as close as possible to deceive the discriminator:

$$\mathcal{L}^G = \mathbb{E}_{s, r \sim P_G, s' \sim G(s, r; \theta^G)} \log D(e_{v'} \mid s, r) + \lambda \theta^G$$

(4)

where $\lambda > 0$ controls the regularization term. We can optimize the model by minimizing the loss function of the generator $G$.

**RELATIONSHIP-AWARE DISCRIMINATOR**

A distinction must be made on the HIN between real and fake service nodes for a given relationship. Therefore, the relationship-aware discriminator $D(e_v \mid s, r; \theta^D)$ evaluates the connectivity between the service node pairs $s$ and $v$ for the relationship. In particular, $s \in V$ is the given service node, $r \in E$ denotes the given relation from the HIN of service, $e_v$ represents the embedding of the sample service node (which may be either true or false), and $\theta^D$ is the $D$ model parameters. Essentially, the probability that $D$ outputs a sample connection to a service under relation B can be quantified as follows:

$$D(e_v \mid s, r; \theta) = \frac{1}{1 + \exp(-e_v^T M_r^D e_v)}$$

(5)
Here \( e_s^D \in \mathbb{R}^{d \times 1} \) is the embedding of the learnable service node \( s \in V \), \( e_v \) is the input embedding of sample \( v \), and \( M^D_r \in \mathbb{R}^{d \times d} \) is a learnable relationship matrix for relation \( r \in E \). \( e^D = \{ e^D_s : s \in S, M^D_r : r \in E \} \) is the model parameters of the discriminator \( D \). That is, we combine all node embedding and the relation matrix to learn the discriminator parameter.

If \( v \) is a positive sample associated with \( s \) through the relation \( r \), the probability should be high, but when it is a negative sample, the probability should be low. Usually, the sample \( v \) forms a triple \( \langle s, r, v \rangle \) with a given service node \( s \) and relation \( r \), and each triad falls into one of the following three cases in terms of polarity. Inspired by the conditional GAN (Hu, Fang, et al. 2019), each case has an impact on the loss of a part of the discriminator.

**Case 1:** The connection relationship is correct. Such triples are considered to be positive examples if nodes \( s \) and \( v \) are indeed connected by the correct relation \( r \) on the HIN graph, e.g., \(<\text{Service 1}, \text{Label 1}, \text{tagging}>\), as shown in Figure 3. and can be modeled by the following loss.

\[
L^D_1 = \mathbb{E}_{s,v,r \sim E} - \log D(e^D_s | s, r)
\]  

**Case 2:** The connection relationship is incorrect. If the connectivity relation between \( s \) and sample \( v \) in the HIN is incorrect, e.g. \(<\text{service1}, \text{label1}, \text{unlabeled}>\). The discriminator is also expected to mark them as negative samples because their connectivity does not match the given relation \( r \neq r' \). We calculate this part of the loss using the following equation.

\[
L^D_2 = \mathbb{E}_{s,v,r \sim E, r \neq r'} - \log \left( 1 - D(e^D_s | s, r') \right)
\]  

**Case 3:** False service nodes from a relationship-aware generator. If the service node \( v \) is a fake node generated by the generator, such as \(<\text{service 1}, \text{label'}, \text{tagged}>\) in Figure 3. Although it is generated by the generator simulation connected to \( s \) under the correct relation \( r \). Also, the discriminator recognizes this triple as negative, and this part of the loss can be expressed as follows.

\[
L^D_3 = \mathbb{E}_{s,r \sim E, v \sim G(s,r)} - \log \left( 1 - D(e'_v | s, r) \right)
\]

Where the embedding \( e'_v \) of the pseudo-sample \( v \) is extracted from the learned distribution of the generator \( G \).

It is not to be overlooked that there may be a fourth case where triples are pseudo-pairs from relation-independent generators, however, such negative triples are easier than negative numbers in case 2 or case 3 distinguished from positive values. Therefore, although our model has the flexibility to incorporate the fourth case, they are not considered here. Therefore, we integrate the above three components to train the discriminator.

\[
L^D = L^D_1 + L^D_2 + L^D_3 + \lambda^D \theta^D_2
\]

To avoid over-fitting we use \( \lambda^D > 0 \) to control the regular term and optimize the parameter \( \theta^D \) of the discriminator by minimizing \( L^D \).
Service Classification

The service node embedding representations of the SC-GAN model are input into a fully connected layer, as well as the probability distribution of all candidate web service categories using a multivariate logistic regression function. Logistic regression is used to predict a model with the probability of different possible outcomes of a dependent variable with category distribution and converts the output value of multi-category into relative probabilities, indicating the service node belonging to a particular category. The method to compute this is shown in equation (10). Among them, The $P_k$ is the probability that the model will predict which category the training data belongs to respectively, $k$ denotes the number of candidate Web service categories, $w$ is the weight matrix corresponding to the service node, and $e^{D}_{s_i}$ denotes the feature embedding of the vector.

$$P(k | e^{D}_{s_i}) = \frac{\exp(w_k e^{D}_{s_i})}{\sum_{j=1}^{N} \exp(w_j e^{D}_{s_i})} \quad (10)$$

In the model training process, for all K possible classification outcomes, K-1 independent binary logistic regression models are run for all K possible classification outcomes, with one of the categories considered as the primary category during the process, and then the rest of the K-1 categories and the chosen primary category are regressed separately. Taking the maximum value in log-likelihood is equivalent to taking the minimum value of the loss function, where the log-likelihood is calculated as shown in Equation (11).

$$\log(Loss) = \sum_{i=1}^{N} \left\{ -w_i e^{D}_{s_i} + \log \sum_{j=1}^{K} \exp(w_j e^{D}_{s_i}) \right\} \quad (11)$$

EXPERIMENTAL EVALUATION AND RESULT ANALYSIS

Data Set Pre-Processing and Experimental Setup

To evaluate our proposed model we crawled from ProgrammableWeb.com 17,782 Web API and related information. This information includes their names, description documents, primary and secondary Categories, and tags. We use this data in several experiments to evaluate and validate our proposed SC-GAN for Web services classification.

To improve the classification accuracy, we first preprocessed the data by tokenizing, removing stop words, and stemming. Then, we select the top 10, 15, 20, 25, and 30 categories as our experimental datasets. Among them, The top 30 categories with the largest number of words were distributed as shown in Table 2. In the experiment, we use a train-test split of 80/20 where we choose 80% of the data as the training set and 20% of the data as the test set. The number of random walks is 10, the walk step size is 20, the representation dimension size $d$ is 128, and the window size $c$ is 5. In addition, to ensure the objectivity of the experiment, the common parameters between SC-GAN and other methods are set to the same value, while the remaining parameters are set to the default optimal values.

BASELINE METHODS

To evaluate and validate the effectiveness of our proposed model, we compare it with some strong baselines on the Web services classification tasks. We chose two homogeneous network representation
methods, i.e., Node2vec, LINE, and two heterogeneous network representation methods, i.e., Metapath2vec, HERec. Here we give a little information on the baseline works.

- **Node2vec** (Grover and Leskove 2016): Node2vec is similar to Deep-walk, which improves the random wandering strategy by defining two hyper-parameters \( p \) and \( q \) to control the weighting of depth-first and breadth-first strategies. This combination of DFS neighborhood and BFS neighborhood for graph embedding allows the generated random walks to reflect both depth-first and breadth-first sampling, thus improving the effectiveness of the network embedding.

- **LINE** (Tang, Qu et al. 2015): By training the first and second order proximity between vertices, both global and local network structure information is obtained, and edge sampling methods are used to measure the closeness between nodes and obtain similar nodes for classification.

- **Metapath2vec** (Dong, Chawla et al. 2017): A network representation learning method specifically for heterogeneous graphs. The meta-path-based random wandering strategy ensures the different types of node semantic relationships are appropriately incorporated into the skip-gram model, which is then used to predict the local domain vertex information for each vertex and thus learn the feature representation for each vertex.

- **HERec** (Shi, Hu et al. 2018): A Meta-path-based random wandering method was designed to generate many meaningful sequences of nodes in order to maintain semantic HIN embedding, thus fusing the embedding for application to downstream recommendation tasks.

### EXPERIMENTAL PERFORMANCE

In this section, we compare the classification performance of all approaches and analyze the experimental results. We selected the top 10, 15, 20, 25, and 30 service categories in the datasets for our experiments, and used Macro and Micro F1 values as performance evaluation metrics. The results of the node classification are reported in Table 3, and the graphs of the changes in Micro F1 and Macro F1 with the number of categories are shown in Figure 4 and 5. We made the following observations:

- The classification performance decreases as the number of categories taken from the datasets increases. The reasons for this may be: 1) the more categories in the datasets, the more information (noise) and complexity the data contains, which makes the model more difficult to classify. 2) The
categories are ranked based on the number of Web API included in each category, and lower-ranked categories use fewer API and have less useful information available, thus affecting the effectiveness of the categories.

- Among the two kinds of baselines, most heterogeneous information network-based methods (HERec, Metapath2vec) outperform the traditional homogeneous information network methods (LINE, Node2vec) in most cases. An intuitive explanation is that those methods based on heterogeneity can better capture the rich higher-order structural information on HIN, i.e. HERec and Metapath2vec embed heterogeneous information in the form of meta-paths into the node representation vector. It should be noted that our model SC-GAN based on meta path-guided neighborhoods can jointly consider first-order neighborhood information with higher-order semantic messages.

<table>
<thead>
<tr>
<th>Model</th>
<th>Model Number of categories</th>
<th>Number of categories</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Micro_F1</td>
<td>Macro_F1</td>
</tr>
<tr>
<td>LINE</td>
<td>0.5396</td>
<td>0.5276</td>
</tr>
<tr>
<td>Node2vec</td>
<td>0.5534</td>
<td>0.5377</td>
</tr>
<tr>
<td>HERec</td>
<td>0.6056</td>
<td>0.5914</td>
</tr>
<tr>
<td>Metapath2vec</td>
<td>0.6103</td>
<td>0.6042</td>
</tr>
<tr>
<td>SC-GAN</td>
<td>0.6643</td>
<td>0.656</td>
</tr>
</tbody>
</table>

Figure 4.
Changes in Micro F1 with the Number of Categories
In all cases, the proposed SC-GAN model achieves the best performance, with a maximum relative improvement of 8.8% compared to the best baseline Metapath2vec. The results validate the effectiveness of SC-GAN on the task of predicting service node classification, which shows that the more accurately SC-GAN learns to retain semantic representations more robustly through the adversarial principle, the more accurate the representation of service node feature vectors tends to be, and the more effective the classification will be.

PARAMETER ANALYSIS

In this section, we investigate the sensitivity of the datasets to the parameters of concern. More results are presented in Figure 6. The learning curves of the generator (Gan) and discriminator (Dis) of the SC-GAN, which we used as an example for 25 service categories, are shown in Figure 6. From the figure, it can be seen that (1) after the initial fluctuation of loss occurs, Gan and Dis start to play the max-min game to gradually reduce the loss of both. After approximately 12-time units of training against each other, the losses converge and the winner, i.e., Dis achieves better performance. (2) To more accurately evaluate the classification performance of the SC-GAN model, the service node representation of the discriminator optimized by adversarial training is finally selected, and Micro_F1 reaches its maximum after about 12-time units, and the classification quality decreases when more time units are trained due to over-fitting.

RELATED WORKS

Web service discovery and mining have become a popular topic in recent years with the development of service computing. Some studies prove that efficient Web service classification can effectively
improve the performance of Web service discovery (Liu, C. 2011) (Wang, Li et al. 2020). At present, numerous studies on Web service classification are mainly based on functional semantics. Among them, (Crosso, Zunino et al. 2008) proposed to segment the elements in WSDL to remove deactivated words, group them into word roots and then classify them using different classification algorithms. (Katakis, Tsoumakas et al. 2009) addressed the problem of automatic classification of Web services in their application domain by considering textual description and semantic annotation of Web services. Considering the dynamic nature of service networks, some researchers have introduced time sequences for incremental learning. (Ye, Cao et al. 2019) combined all discrete features in description documents of Web services to predict Web service categories using Wide&Bi-LSTM model. (Chen, Cao et al. 2019) designed the topic attention mechanism-enhanced mobile application classification method by using the LSA model for global topic modelling of mobile application content text and then modeled local hidden representation of content text by the BiLSTM model. (Shi, Liu et al. 2018) presented a probabilistic topic model MR-LDA by considering multiple Web service relationships, which can model the relationship between Web services combined and shared tags between Web services. Considering that the training samples are limited and the classification performance of the tail category is much worse than that of the head category, (Liu, Li et al. 2022) proposed a multi-information fusion-based classification method for few-sample Web services by using the knowledge learned from the head category and the information contained in the category names to improve the classification of the tail category. However, it is difficult for the topic model to obtain effective service representations due to the sparsity of WSDL document data, and its effectiveness of service classification is not significantly improved. (Cao, Peng et al. 2022) used Web API combinations and shared annotation relationships to construct Web API relationship networks, and then applied a self-attention mechanism to calculate the attention coefficients of different neighbouring nodes in the Web API relationship networks. The high-quality representation results are combined with multidimensional service quality attributes for service recommendation.

Recently, several researchers have begun to study network embedding models and techniques used in classification tasks. Network embedding (Cui, Wang et al. 2018) can learn node representations of preserved structures, where typical models and methods include random walks (e.g. Node2vec(Grover and Leskovec 2016)), neighborhood representations (e.g. LINE(Tang, Qu et al. 2015)) etc. However, most of these models and methods are only applicable to homogeneous networks but are unavailable for learning to preserve the rich semantic representations in HIN. To combine the advantages of HIN and network embedding, some methods(Dong, Chawla et al. 2017) (Shi, Hu et al. 2018) (Wang, Sun et

![Figure 6. Learning Curve of SC-GAN on the Datasets: (a) Loss change (b) Classification performance change](image)
al. 2019) (Reed, Akata et al. 2016) have been used for representation learning in HIN, leveraging meta-path-based embedding with context-preserving semantics to achieve better results in classification tasks. Among them, (Wan, Li et al. 2015) proposed that it is possible to achieve very effective active learning and good classification performance in HIN using class-level meta-paths. (Wang, Ji et al. 2019) first uses node-level attention to aggregate nodes connected by the same meta-path and utilizes semantic-level attention to fuse information from different meta-paths. (Du, Guo et al. 2019) presented to achieve classification by weighted active learning of multi-semantic meta-paths to effectively alleviate the problem of data sparsity.

These previous works focus on capturing rich semantic information over heterogeneous information networks, but do not pay attention to the underlying distribution of nodes and hence lack robustness to the often sparse and noisy real networks. According to our investigation, generative adversarial networks (GAN)(Wang, Gou et al. 2017) utilize adversarial principles to learn more robust representations and have shown excellent performance in many problems(Ding, Tang et al. 2018) (Yu, Zhang et al. 2017). Generally, they impose a fixed prior distribution on the embedding space to enhance the robustness of the learned representation(Pan, Hu et al. 2018) (Wang, Wang et al. 2018). However, these approaches ignore the heterogeneity of nodes and relations which fails to capture the rich semantics of HIN. In this context, we propose a Web service classification method that fuses heterogeneous information networks and generative adversarial networks, inspired by the adversarial learning on heterogeneous information networks(Hu, Fang et al. 2019). It utilizes heterogeneous information to preserve the richer semantics of service nodes and adversarial training to capture more robust representations of service nodes, respectively.

CONCLUSION AND FUTURE WORK

In this paper, we introduce the problem of early summarization and propose a Web service classification method that fuse heterogeneous information networks and generative adversarial networks, i.e. SC-GAN, to address this problem. We first construct a service heterogeneous information network using the structural relationships between Web services and their attribute information respectively. Then we use Metapath2vec for training to obtain low-dimensional service node embedding of services fused with heterogeneous information. Finally, we input the node embedding of services into the adversarial generative network GAN model for adversarial training to obtain higher quality negative samples and a more robust service node representation for Web service classification. Extensive experimental results have demonstrated the superiority of our model in terms of effectiveness and interpretability in service classification.

In future work, a promising direction is to extend the interaction and aggregation module between the service node API and Mashup, and to consider more fine-grained aggregation of meta-paths for better service classification and recommendation.
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