
DOI: 10.4018/IJITWE.323657

International Journal of Information Technology and Web Engineering
Volume 18 • Issue 1 

This article published as an Open Access article distributed under the terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0/) which permits unrestricted use, distribution, and production in any medium,

provided the author of the original work and original publication source are properly credited.

*Corresponding Author

1

Predicting the Success of a 
Startup in Information Technology 
Through Machine Learning
Edilberto Vasquez, AI Group, Universidad Nacional Mayor de San Marcos, Peru

José Santisteban, AI Group, Universidad Nacional Mayor de San Marcos, Peru*

David Mauricio, AI Group, Universidad Nacional Mayor de San Marcos, Peru

 https://orcid.org/0000-0001-9262-626X

ABSTRACT

Predicting the success of a startup in information technology (SIT) is a very complex problem due to 
the diverse factors and uncertainty that affects it. The focus of automatic learning (ML) is promising 
because it presents good results for prediction issues; however, it presents a diversity of parameters, 
factors, and data that require consideration to improve prediction results. In this study, a systematic 
method is proposed to build a predictive model for SIT success, based on factors. The method consists 
of four processes, a hybrid model, and an inventory of 79 success factors. The method was applied to 
a database of 265 SITs from Australia with seven ML algorithms and three hybrid models based on 
the Voting strategy and the GreedyStepwise algorithm to reduce the factors. On average, precision 
increments in 11.69%, specificity in 3.25%, and accuracy in 21.75%; the prediction has precision of 
82% and accuracy of 88%.
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INTRODUCTION

Predicting the Success of a Startup in Information 
Technology Through Machine Learning
A technology-based startup is defined as the grouping of people around an innovative technology-
based idea with a replicable and scalable business model (Nadežda et al., 2019); it is an innovative 
venture that provides solutions to emerging problems or creates new demands by developing new 
forms of business (OECD, 2005). It is widely established that entrepreneurship is important for the 
wealth and economic growth of countries (Cabrera & Mauricio, 2017). In this regard, the importance 
of startups in information technology (SITs) lies in the revitalization of economies, directly impacting 
the creation of jobs, products and/or services with high added value. Moreover, various World Bank 
studies show that emerging technological companies, in 2017, contributed more than 5% of the gross 
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domestic product in developed countries, moving a business of 42,300 million euros in turnover, 
compared to 3.1%, 34,900 million, from the previous year (World Bank, 2018); likewise, financing 
for these SITs, by 2021, surpassed 600,000 million dollars (Jurgens, 2022). Despite the importance 
of startups, still eight out of 10 ventures fail in less than five years, that is, they do not reach success 
(Bernard & Tariskova, 2017; Honorine & Emmanuelle, 2019). To improve this alarming situation, 
various efforts are being developed, including management models and indicators (Gbadegeshin et 
al., 2022; Satyanarayana, et al., 2021), critical factors of success (Santisteban & Mauricio, 2017), 
promotion policies (Horne & Fichter, 2022), and the extension of financing. In general, both the 
government and the private sector need to estimate the future success of a venture to direct resources 
and minimize risks.

The methods to predict the success of a SIT can be classified into statistical methods and machine 
learning (ML) methods. The studies that use statistical methods are based on logistic regression and 
a heuristic solution approach, with 74.8% precision as their best result (Asmoro et al., 2018). On the 
other hand, studies based on ML, in general, obtain better results, reaching their best precision of 89% 
through Extreme Gradient Boosting (XGBost) and k-nearest neighbors (KNN) (Ross et al., 2021). 
These results show that there are still efforts to be made in improving precision, but this depends on 
several elements, such as factors, data set, preprocessing method, and ML method (Krishna et al., 
2016; Ross et al. 2021; Tomy & Pardede, 2018); all this deserves the building of a method to obtain 
a predictive model and thus achieve the best results in the prediction.

In this study, the authors propose a method to build an ML-based predictive model to predict 
the success of a SIT, which considers the processes of data extraction, preprocessing, and prediction. 
The main contributions of this paper are: 

•	 Providing a systematic method to build an ML model to predict the success of a SIT that is 
applicable to any scenario.

•	 Showing the usability of the proposed model through its application to build nine ML models, 
two of them hybrid for a data set of 256 SITs.

RELATED WORK

Many definitions exist for the success of a SIT. Martens et al. (2011) defined success as the growth 
in sales and good profitability, while Elhedhli et al. (2014) defined it as good financial performance. 
Santisteban, Mauricio et al. (2021) compiled nine definitions for success:

Successful startups satisfy the demands of clients and organizations, have greater benefits than other 
companies in the same industrial sector, are acquired by another company for a price higher than 
their value, and have a market value higher than its base value. (p. 401)

The success of a SIT depends, mainly, on the elements that condition its success or failure, which 
are termed critical factors (Abou-Moghli & Al-Kasasbeh, 2012). Since 1984, scholars have conducted 
studies to identify these factors, analyze their incidence, and understand their relationships between 
each other. Some of these factors are entrepreneurs’ motivation (Van de ven et al., 1984), technology 
(Alvarez & Barney, 2001), and customer satisfaction (Santisteban, Mauricio et al., 2021). Santisteban 
and Mauricio (2017) carried out a literature review and identified 21 factors, Santisteban, Mauricio 
et al. (2021) proposed 10 factors, and Santisteban, Inche et al. (2021) studied the influence of 27 
factors on the lifecycle of a SIT.

The first studies on predicting business success date back to over two decades ago and are 
based on a wide variety of techniques; among them, the Markov chain method (Back et al., 1996), a 
multiagent system based on case based reasoning for Spanish companies (Borrajo et al., 2011), and 
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regression for small companies in Chile (Helabi & Lussier, 2014). On the other hand, Martens et al. 
(2011) were the first to apply ML; they used support vector machine (SVM) and achieved a precision 
of 65% for Spanish SITs; Table 1 shows this and another five studies based on ML.

Moreover, there are other approaches to predict SIT success, such as the Benders decomposition 
method and a heuristic based on Tabu search that reaches 82% precision with data from Canada 
(Elhedhli et al., 2014), and the method based on structural equations of 74.8% precision with data 
from Indonesia (Asmoro et al., 2018).

METHOD AND MODEL

Method
The authors propose a systematic method to generate a predictive ML model for SIT success, which 
considers four related sequential processes: Factor selection, data extraction, preprocessing, and 
learning. The method starts the process with factor selection, from which data are extracted from 
various sources (e.g., incubators, tax agencies, financial organizations, investment funds, and surveys); 
next, the data are preprocessed, and, with this, the learning process that has the ML predictive model 
as its output is conducted (Figure 1).

Factor Selection
Factors are characteristics that determine the success or failure of a startup (Ko & An, 2019). Factors 
that influence success are selected considering the study’s context (since the factors may correspond 
to different realities and periods, they may not be valid) and the availability of significant data. Some 
techniques for factor selection are principal component analysis (Shlens, 2014), fast Fourier transform 
(Chandrashekar & Sahin, 2014), GreedyStepwise algorithm (Pourhashemi, & Mashalizadeh, 2013), 
forward algorithm, and backward algorithm.

Table 1. Studies on predicting SIT success based on ML

Author Data set Algorithm Precision (%)

Martens et al. (2011) 218 records, 
Spain SVM 65

Krishna et al. (2016) 11,000 records, 
India

Lazy lb1 
Random forest (RF) 
Naïve Bayes (NB) 
Decision tree (DT) 
Simple logistics 
BayesNet

69.0 
96.3 
89.0 
94.0 
94.0 
91.0

Antretter et al. (2018) 542 records Text Datamining 91

Tomy & Pardede (2018) 265 records, 
Australia

NB 
KNN 
SVM

87.87 
82.35 
87.09

Ross et al. (2021) 942,605 records, 
USA

MLP 
RF 
XGBoost 
KNN

80.00 
88.00 
89.00 
89.00

Akhavan et al. (2021) 266 records, 
Iran Bayes network 61.13
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Data Extraction
This process consists in obtaining reliable data on the selected factors of many SITs (with or without 
success) from various sources, such as company incubators, investment funds, government programs, tax 
agencies, and surveys. Data sets of the literature can also be used if they are close to the study’s context.

Preprocessing
This process consists in transforming the data obtained during the data extraction process into data 
that can be used by ML models and algorithms. For this purpose, there are various subprocesses, such 
as data cleansing (Corrales et al., 2020), value imputation (Useche & Mesa, 2006), categorization 
(Kampen, 2019), normalization (Singh, 2019), and data balancing (Kamiran & Calders, 2012).

Learning
This process receives the preprocessed data as input and, through three subprocesses (i.e., training-
validation, calibration, and testing), generates a predictive ML model for SIT success (Figure 2). 
The preprocessed data are divided into two: TV-data and test-data. TV-data are used by the training-
validation subprocess, in which an ML algorithm (Table 1) is trained with much of these data and is 
later validated (e.g., cross-validation) with the remaining data. If the obtained result is satisfactory, 

Figure 1. Method to generate a predictive ML model for a SIT’s success

Figure 2. Learning process
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it goes to the testing subprocess; otherwise, the calibration subprocess is conducted and the process 
is repeated. During testing, the model obtained in the previous process is tested with test-data; if 
the result is satisfactory, then a predictive model is obtained; otherwise, the calibration subprocess 
is conducted and returns to the training-validation subprocess. Calibration consists in adjusting the 
hyperparameters of the ML algorithm, a process that is automated in many libraries for ML.

The SSFM Model
Based on the ML obtained by the proposed method, the authors propose a model to predict the success 
of a startup (SSFM), which considers three processes: Data extraction, preprocessing, and prediction. 
The processes are interrelated and follow an execution sequence (Figure 3).

The model receives a SIT to be evaluated; then, through a data extraction process, the data associated 
with the success factor obtained by the method are extracted from various sources. These data go through 
a preprocessing phase to obtain consistent and adequate data that are forwarded to the prediction process, 
which uses the ML model obtained by the method and predicts the success or failure of the SIT. This 
result is important for the analysis and decision-making by the agents, such as the incubator, investment 
fund, investors, and government programs for the venture and the entrepreneur.

The data extraction and preprocessing processes are the same given in the method, with the 
difference that the data corresponds to the SIT to be evaluated. For the prediction process, the authors 
considered a hybrid model (Figure 4), which consists in an odd number of ML models (ML1, ML2, 
…MLk) obtained by the method of applying “k” times to different ML algorithms, and a decision 
strategy, such as voting, that is, the result that most models present. This strategy generally presents 
better results than ML models by separate; this is explained because the error probability of a hybrid 
model is reduced as the results of most ML models coincide.

VALIDATION

To validate the method, the authors applied it to a public data set to generate a predictive ML model, 
and, with this, they implemented the SSFM model through a Web application.

Application of the Method
The authors considered a public data set used in some studies, such as in Tomy and Pardede’s (2018) 
work, for which the application of the method is reduced to the preprocessing and learning processes 

Figure 3. The SSFM model
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since the factor selection and data extraction processes are given by the factors and the data that the 
data set contemplates, respectively.

The authors considered the data set from the ICT Industry Statistics Survey of Australia (Tomy 
& Pardede, 2018), which has 2013 data on 265 SITs from Victoria, Australia, with one record per 
company. Each record has 63 data on 23 factors from the literature and other attributes, and 182 SITs 
are labelled as success, 80 as failure, and 3 have no information. Software development and installation, 
systems analysis and computer programming, and computer software consulting companies stand out 
in the data set, with these being 53% of the total and their success considered as profitable.

The authors conducted a preprocessing of the data set considering the following: Data cleansing, 
value imputation, categorization, normalization, and balancing done manually. In the data cleansing, 
the authors identified 27 columns with more than 50% of blank data, which they discarded; moreover, 
the researchers discarded 16 columns due to attribute similarity, that is, they reduced the number of 
columns to 20, where each corresponds to a factor. Furthermore, the authors identified three records 
without success or failure labels and 14 with more than 50% of blank data, which they eliminated, 
leaving 248 valid records. Additionally, due to the diversity of attributes that the selected factors 
present, the researchers classified them according to is the elements in Table 2.

In 10 records, the authors completed the data with the average integer value of its corresponding 
factor (value imputation). Then, the researchers balanced the data through oversampling to obtain the 
same number of records for success or failure, leaving the data set with 342 records (whose values 
are in the note of Table 2 and whose characteristics are in Table 3); they separated 10% (34 records) 
of the total records for testing and used 90% (308 records) of them for training-validation.

The authors applied the learning process to ML algorithms, SVM, RF, multilayer perceptron 
(MLP), NB, DT, KNN, and Gradient Boosting (GB), with 10-fold cross-validation and with three 
metrics (Table 4).

The authors conducted experiments with each of the algorithms to obtain the values of the 
parameters that produce the best results for the prediction. For SVM the researchers made, tests with 
PUK, Linear, Polynomial, and RBF kernels; for PUK, they considered the values ω = 0.2, 0.4, 0.6, 
08, 1.00, σ =0.2, 0.4, 0.6, 08, 1.00. For MLP, they varied the solver function with Adam, sgd, and 

Figure 4. Hybrid ML Model
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lbfgs. For RF, DT, NB, KNN, and GB, the authors considered the values of their default parameters. 
Finally, Table 5 provides the calibrated parameters for the ML models.

Implementation of the SSFM Model
The authors implemented the SSFM model, considering for the backend: Python v.3.7 in the Anaconda 
Navigator version v.4.8.3 environment, and the use of scipy v.1.4.1, numpy v.1.18.1, pandas v.1.0.3, 
statsmodels v.0.11.0, and sklearn v.0.22.1 libraries. Moreover, for the frontend, the researchers used 
the Flask framework. Figure 5 shows part of the code concerning the hybrid model.

Table 2. Factors and classes of selected attributes

ID Factor Class ID Factor Class

F1 Location A F11 Financial capital I

F2 Age B F12 R&D I

F3 Startup size C F13 Availability of 
infrastructure I

F4 Amount employee skills D F14 Innovation environment I

F5 Company revenue E F15 Government regulation I

F6 Export produtcs F F16 Access to target market I

F7 Innovation of product/ 
service G F17 Global economic 

environment I

F8 Size of investment H F18 Exchange rates I

F9 Environment I F19 Competition I

F10 Availability of skilled 
employees I F20 Access to export market I

Note. Class and percentage:
A: 1 = Metropolitan (77%); 2 = Regional (10%); 3 = Interstate (9%); 4 = Overseas (4%).
B: 1 = Less than 2 years (11%); 2 = 2–4 years (10%); 3 = 5–9 years (28%); 4 = 10–19 years (30%); 5 = 20+ years (22%).
C (employees): 1 = 1–5 (34%); 2 = 6—20 (34%); 3 = 21–100 (21%); 4 = 101–1000 (7%); 5 = 1000+ (4%).
D (number of skills): 1 (61%), 2 (20%), 3 (10%), 4 (5%), and 5 (5%).
E: 1 = $0–199,999 (24%); 2 = $200,000–499,999 (13%); 3 = $500,000–999,999 (11%); 4 = $1,000,000–4,999,999 (28%); 5 = $5,000,000+ (23%).
F: 1 = Never (32%); 2 = Irregularly (33%); 3 = Regularly (32%).
G: 1 = Developing new products and services (80%); 2 = Implementing new or significantly improved operational processes/services (15%); 3 = Imple-

menting new or significantly improved marketing method (3%); 4 = Company not involved in innovation (2%).
H: 1 = 0–10% (59%); 2 = 11–25% (21%); 3 = 26–50% (4%); 4 = 51–75% (6%); 5 = 75%+ (10%).
I: 1 = Major enabler (17%); 2 = Enabler (37%); 3 = Neither a barrier nor an enabler (29%); 4 = Barrier (12%); 5 = Major barrier (5%).

Table 3. Characteristics of original and preprocessed data set

Data set ICT - Australia Preprocessed data set ICT - Autralia

Number of records: 265 Number of records: 342

Number of factors: 23 Number of factors: 20

Class of success: Profitabiliy Class of success: Profitabiliy

Type of data: Nominal and numeric Type of data: Numeric

Number of SIT with success: 182 Number of SIT with success: 171

Number of SIT without success: 80 Number of SIT without success: 171
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The authors conducted the deployment of the implementation on a Ngnix Web and application 
server and a MySql database server (Figure 6). The system contemplates many functionalities, 
such as the recording of data on the factors of the SIT to be evaluated and the results of the success 
prediction (Figure 7).

RESULTS AND DISCUSSION

To understand the efficacy of the proposed method and the SSFM model, the authors considered 
three experiment scenarios:

•	 First Scenario: Seven ML algorithms with default parameters, with an initial data set (23 factors) 
with partial preprocessing.

Table 4. Metrics used in the prediction

Metric Description Formula

Acu Rate of correctly classified predictions.
TP TN

TP FP TN FN

+
+ + +

Pre Rate of correctly classified positives.
TP

TP FP+

Esp Rate of correctly classified negatives.
TN

TN FP+

Note. TP = True positives, which means the SIT is successful and the algorithm predicts success; TN = True negatives, which means the SIT is not 
successful and the algorithm predicts failure; FP = False positives, which means the SIT is not successful and the algorithm predicts success; FN = False 
negatives, which means the SIT is successful and the algorithm predicts failure.

Table 5. Parameters of ML models

SVM RF MLP NB DT KNN GB

C = 1 
Kernel = PUK 
(σ=0.6, ω=0.6)

Bach size= 100 
split=2 
Max_
samples=300

Hidden layers = 100 
Learning rate=0.001 
Alpha=0.0001 
Bach-size=200 
Max-iter=10000 
Solver=adam 
Activation=relu

Bach size = 
100 Number 
places = 2 var_
smoothing=1e-9

random_state=1 
samples_split=10 neighbors= 10 Estimators=1000 

Random state=3

Figure 5. Part of the SSFM Hybrid Model’s Code Written in Python
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•	 Second Scenario: Seven algorithms and three hybrid ML models using the proposed method 
(20 factors).

•	 Third Scenario: Seven algorithms and three hybrid ML models using the proposed method and 
the GreedyStepwise algorithm (five factors).

The initial data set corresponds to 23 factors (first scenario), the preprocessed data to 20 factors 
(second scenario) removing the following factors: Structure company (public or private), access 
skills (grouped with other related factors) and profitability (taken as class of success), and the data 
in the third scenario to five factors. In the third scenario, the researchers used the GreedyStepwise 
routine of Weka 3.8 on the preprocessed data to reduce the number of factors from 20 to five, these 
being the following: Startup size, company revenue, R&D, financial capital, and global economic 
environment. On the other hand, the loss function for the training and validation of the MLP shows 
stability in no more than 1750 epochs for the three scenarios (Figure 8).

Table 6 shows the testing results after the training-validation for the seven models and the three 
hybrid models in the three scenarios. The hybrids are given by the voting strategy applied to the seven 
ML models, the best five ML models, and the best three ML models, which the authors designated 
as Voting7, Voting5, and Voting3, respectively.

The results in Table 6 evidence the following:

•	 The proposed method (first and second scenarios) allows the attainment of ML models with 
better results for seven ML algorithms. In the second scenario, on average, accuracy increases by 

Figure 6. Application Deployment Diagram From ML to Unified Modeling Language

Figure 7. System Interfaces: a) Data Record; b) Prediction Results
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Figure 8. Loss Variation Per Epoch of the MLP Model for SIT Success Prediction: a) First Scenario; b) Second Scenario; c) Third Scenario

Table 6. Results of SIT success prediction for seven ML models and three hybrid models in three scenarios

Models
First scenario 

(23 factors)
Second scenario 

(20 factors)
Third scenario 

(5 factors)

Acu Pre Esp Acu Pre Esp Acu Pre Esp

MLP 71.68 77.90 85.50 100.0 100.0 100.0 82.35 76.47 88.24

GB 76.00 83.33 83.33 97.06 100.0 95.99 85.29 81.25 88.89

SVM 84.00 84.00 100.0 91.18 83.33 100.0 88.24 82.35 94.12

RF 72.00 77.77 82.35 91.18 92.86 90.00 85.29 81.25 88.89

KNN 64.00 73.68 77.77 82.86 88.24 77.78 58.82 52.94 64.71

NB 68.00 75.00 83.33 73.57 68.65 77.78 67.65 60.00 78.57

DT 60.00 63.15 80.00 67.65 64.29 70.00 64.71 61.54 66.67

Average* 70.81 76.40 84.61 86.21 85.34 87.36 76.05 70.83 81.44

Voting3 60.00 60.86 93.33 100.0 100.0 100.0 88.24 82.35 93.33

Voting5 64.00 62.50 100.0 100.0 100.0 100.0 88.24 82.35 94.12

Voting7 64.0 62.50 100.0 100.0 100.0 100.0 88.24 82.35 94.12

Note. * corresponds to the average of the seven ML models.
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21.75%, precision by 11.69%, and specificity by 3.25%. These results show that preprocessing 
activities, including balancing and calibration in the learning process, positively impact results.

•	 The results with the five factors obtained by applying the GreedyStepwise routine (third scenario) 
show, in respect to the second scenario, an average decrease of 12% in accuracy, 17% in precision, 
and 7% in specificity for the seven models. This could be explained due to the loss of information 
produced by the routine’s heuristic; however, the filtered factors have much influence on the prediction, 
allowing the attainment of SVM with an accuracy of 88%, precision of 82%, and specificity of 94%, 
which shows that it is very useful in situations where there are few studied factors on SITs.

•	 The individual models that present the best results in all scenarios are MLP, GB, and SVM, 
obtaining an accuracy of 100%, 97%, and 91%, respectively. On the other hand, the three hybrid 
models present better results than the ML models by separate, reaching an ideal value (100%) in 
the three metrics in the second scenario, even in the scenario of five factors where an accuracy 
of 88%, precision over 82%, and specificity over 93% are achieved.

CONCLUSION

In this study, the authors proposed a systematic method based on an ML algorithm to build a predictive model 
of SIT success with high precision, which consists in four processes (i.e., selection of critical factors of success, 
data extraction, preprocessing, and learning). Unlike other studies, which generally focus on a city or region in a 
country, the proposed method is systematic and applicable to any city or region; moreover, this study contemplates 
a hybrid model that generally presents better results and an inventory of 79 critical factors of success.

To test its efficiency, the authors applied the method to a database of 265 SITs in Australia with 
seven learning algorithms (i.e., SVM, MLP, DT, NB, KNN, RF, and GB); then, they implemented the 
predictive model using Python, considering these obtained models and three hybrid models based on 
the voting strategy. Moreover, the researchers considered three testing scenarios: The first, without 
applying the method, the second, by using the method, and the third, by using the method and the 
GreedyStepwise algorithm to reduce the factors.

The results show that the proposed method (first and second scenarios) allows the attainment of predictive 
models with better results for the seven learning algorithms that the authors used. In the second scenario, on 
average, accuracy increased by 21.75%, precision by 11.69%, and specificity by 3.25%. These results show 
that the method’s processes positively impact the results. Moreover, the authors obtained the best results with 
MLP, GB, and SVM, with an accuracy of 100%, 97%, and 91%, respectively. Besides, the hybrid model 
generally provides better results than the models by separate, reaching an ideal accuracy of 100%.

The proposed method with the GreedyStepwise algorithm permits the reduction of 20 factors to 
five very significant factors (i.e., startup size, company revenue, R&D, financial capital, and global 
economic environment) and obtains, through SVM and hybrid models, a prediction with an accuracy 
of 88%, precision of 82%, and specificity of 94%, which shows that it is very useful in situations 
where there are few studied factors on SITs.

The results of the model generated by the method present high precision, accuracy, and specificity 
despite the high uncertainty of this type of company, demonstrating that the proposed method is systematic 
and applicable to other realities. However, the results depend on the quality and quantity of the data, the 
contemplated factors of success, the preprocessing activities, and the considered ML models. In other words, the 
results cannot be extrapolated to other realities, but, by following the method, good results can be guaranteed.

A future study to develop is predicting SIT success in each stage of its lifecycle, since SIT success 
depends on the success of each of its development stages; for example, success in the early stage can 
only be achieved if success has been achieved in the seed stage.
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APPENDIX

Table 7. Factors that influence SIT Success

Factor Source Factor Source

1. Access to export market Tomy & Pardede (2018) 17. Exchange rates Tomy & Pardede (2018)

2. Access to target market Tomy & Pardede (2018) 18. Business management experience Back et al. (1996)

3. Age Zahra et al. (2003) 19. Expert agent Borrajo et al. (2011)

4. Incubator support Santisteban et al. (2020) 20. Financial and accounting information Helabi & Lussier (2014)

5. Government support Lasch et al. (2007) 21. Financial capital Martens et al. (2011) ; Tomy & Pardede (2018)

6. Availability of infrastructure Tomy & Pardede (2018) 22. Phased financing Santisteban et al. (2020)

7. Availability of skilled employees Li et al. (2010) 23. Founder Schneider et al. (2007)

8. Business agent Borrajo et al. (2011) 24. Functional performance Elhedhli et al. (2014)

9. Business model Böhm et al. (2017) 25. Gender of the entrepreneur Friar & Meyer (2003)

10. Dynamic capacity Santisteban et al. (2020) 26. Government regulation Tomy & Pardede (2018), Pugliese et al. (2016)

11. Risk capital Bertoni et al. (2011) 27. Human capital Martens et al. (2011)

12. Capital raised Baum & Silverman (2004) 28. Industry Thiranagama & Edirisinghe (2015)

13. Clustering Maine et al. (2010) 29. Product / service innovation Ardito et al. (2015)

14. Competition Song et al. (2008) ; Tomy & Pardede (2018) 30. Innovation environment Tomy & Pardede (2018)

15. Competitive strategy Asmoro et al. (2018) 31. Internet Helabi & Lussier (2014)

16. Cost of production Elhedhli et al. (2014) 32. Knowledge support Maxwell et al. (2011)

33. Innovative culture Santisteban et al. (2020) 47. Marketing Helabi & Lussier (2014)

34. Ecosystem of innovation and 
entrepreneurship Santisteban et al. (2020) 48. Motivation Ganotakis (2012); Greve & Salaff (2003)

35. Business age Haltiwanger et al. (2012) 49. Need Elhedhli et al. (2014)

36. Education Back et al. (1996); Helabi & Lussier (2014) 50. Organization Asmoro et al. (2018); Martens et al. (2011)

37. Entrepreneurial education Baum & Silverman (2004), Maxwell et al. 
(2011) 51. Partners Helabi & Lussier (2014); Sefiani & Bown (2013)

38. Entrepreneurial experience Gartner & Liao (2012. 52. Planning Helabi & Lussier (2014)

39. Environment Asmoro et al. (2018); Martens et al. (2011) ; 
Tomy & Pardede (2018) 53. Potential market Elhedhli et al. (2014)

40. Evaluator agent Borrajo et al. (2011) 54. Price Elhedhli et al. (2014)

41. Profitability Elhedhli et al. (2014) 55. Value creation process Asmoro et al. (2018)

42. Proof of concept Maxwell et al. (2011) 56. Web analytics Silver (2012)

43. Proof of value Shepherd & Zacharakis (1999) 57. Working capital Helabi & Lussier (2014)

44. Research and development Baum & Silverman (2004) ; Elhedhli et al. 
(2014); Tomy & Pardede (2018) 58. Technological / business skills Li et al. (2010)

45. Resource Asmoro et al. (2018) 59. Global economic environment Tomy & Pardede (2018)

46. Company revenue Böhm et al. (2017) 60. Technological surveillance Ko & An (2019)

61. Client satisfaction Santisteban et al. (2020) 71. Knowledge absorptive capacity Senivongse et al. (2019)

62. Service Elhedhli et al. (2014) 72. Perceived performance Arefin et al. (2019)

63. Size of investment Elhedhli et al. (2014) 73. Quality of a product and/or service Al-Fraihat et al. (2020)

64. Social capital Martens et al. (2011) 74. Customer satisfaction Luna-Perejon et al. (2019)

65. Store agent Borrajo et al. (2011) 75. Staged financing Honorine & Emmanuelle (2019)

66. Startup size Joshi & Satyanarayana (2014) 76 Support of a business incubator Murray (2019)

67. Technical feasibility Elhedhli et al. (2014) 77. Innovation and entrepreneurship 
ecosystem Corrales-Estrada (2019)

68. Technological hype Maxwell et al. (2011) 78. Dynamic capability of entrepreneurs Arora et al. (2019)

69. Technology significance Elhedhli et al. (2014) 79. Innovative and entrepreneurial culture Roy et al. (2020)

70. Location Hormiga et al. (2011)
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