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ABSTRACT

Dependable systems pose particular challenges to system developers who try to implement agile approaches to tackle the problem of requirements scope creep. However, legislation compliance, safety case development, and other strong contextual influences may be seen to inhibit the implementation of any approaches other than the traditional linear life cycles, even though agility may be able to improve the development process in parts. This article discusses key success factors when integrating agile with structured systems development life cycle approaches. The authors adopt an empirical approach and analyse a historical case study of a personal rapid transit (PRT) system, reflecting on key factors and relating those to the relevant literature. Based on these experiences, a model for the integration of agile with structured systems lifecycle models in dependable systems is developed. This model addresses the challenge of integrating multiple lifecycles of potentially conflicting objectives within a single programme.
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INTRODUCTION

Agile software development methodologies have become prevalent in IT companies seeking to develop software in high-risk, fast-changing commercial environments (West & Grant, 2010). These methods help manage risk, uncertainty, and unforeseen change via early and frequent releases of working software, collaborative development in small teams, customer involvement, and adaptive processes.
Agile is an incremental and iterative software development approach. In Agile methodologies planning is done at the initial stage; however, throughout the project, changes are accepted along with constant feedback provided by users for the improvement of the project (Kumar, 2019; Cockburn, 2001, 2008; Highsmith, 2002; Boehm, 2002; Boehm & Turner 2003a, 2003b; Schwaber, 2004; Augustine, 2005). This process is a significant departure from conventional, plan-driven methods that attempt to foresee change through rigorous up-front requirements gathering, analysis, and design. However, in many cases, there is a need to balance Agile methods with plan-driven methods to provide both high flexibility and high assurance (Boehm, 2002). Increasing attention has been given to the use of Agile methods for developing systems comprising software and hardware (Turner, 2007; Smith, 2007, 2009; Rothman, 2007; Hugos, 2009). Projects with high levels of uncertainty and high rates of unforeseen change are likely to benefit from iterative design, frequent integration, and active involvement of stakeholders to establish, prioritize, and verify requirements as they become better understood. However, plan-driven methods are widely regarded as essential for systems that need up-front architecture to support hardware integration and early safety assurance. Novel system development projects are likely to benefit from combined elements of both plan-driven and Agile methods in achieving high flexibility and high assurance. Recent literature reports on projects in which Agile methods have been applied even in projects where the traditional plan-driven approach used to be mainstream (e.g., regulated and safety-critical environments) because they offer more efficient and flexible ways to produce software (Mansoor et al., 2019; Van Waardenburg & Van Vliet, 2013; Górski & Łukasiewicz, 2013; Jonsson et al., 2012; Mostashari et al., 2012). Baskeville et al. (2011) have shown that companies can successfully combine Agile and plan-driven approaches to achieve the benefits of each method.

This paper examines the feasibility of multiple life cycle approaches integration under a single program. Based on the experience of application of Agile methods used to enhance the development and delivery of a major U.K. airport’s personal rapid transit (PRT) system, this work contributes new ideas on how agility may benefit new system development projects, in cases where compliance and certification requirements (e.g., safety cases) dictate the use of structured systems development approaches for certain subsystems. In this paper we synthesize state-of-the-art literature to suggest how Agile principles and practices can be used to provide a degree of agility in new hardware/software development projects. We also describe our research approach and present a case study on the delivery of the world’s first commercial PRT system at a major U.K. airport. We conclude the paper with a discussion and our final conclusions.

BACKGROUND AND EXISTING WORK

Agile Versus Structured Systems Development

There is ample discussion in the literature of systems engineering (SE) on the question of how structured approaches compare against Agile methods. Boehm (2002) distinguished between Agile and plan-driven methods for software development projects and also suggested how a degree of agility can be brought to plan-driven methods. This research extended this thinking to broader systems development methods that integrate both hardware and software. “Plan-driven methods” refer to traditional systems engineering and project management practices and are considered as the conventional way to develop large complex systems. Plan-driven methods adhere to specific, predefined processes in moving the system through a series of planned development phases (system development life cycle). Broadly, these processes focus on establishing requirements, establishing an architecture, decomposing the system into logical subsystems, designing the subsystems, building the subsystems, testing the subsystems, integrating the subsystems, and testing the system; that is, the V model.
There is a concern for completeness of documentation at every step of the way to provide thorough verification of the system, traceability between requirements and design specifications, and verification of the processes themselves for quality assurance purposes. The intended outcome is a fully operational capability matched to the needs of clients, end users, and stakeholders (Stevens, 1998). The original tendency was to view the system development cycle as a waterfall from concept through to the end product (Schlager, 1956; Hall, 1962; Goode, 1957). However, incremental and iterative processes have been used for several decades in software engineering (Larman & Basili, 2003). In the mid-1980s incremental and iterative processes were adopted to deal with the increasing participation of software in system developments, but still with strong documentation and traceability mandates across all development activities (Boehm et al., 2010; Boehm & Łukasiewicz, 2013).

In contrast, Agile methods are more lightweight processes that employ short iterative cycles; actively involve users/customers to establish, prioritize, and verify requirements; and rely on tacit knowledge within a team as opposed to documentation (Ramesh et al., 2010; Boehm & Turner, 2003a, 2003b). They employ iterative and incremental development in which planning is on the next iteration/increment only, and each iteration/increment is planned according to the needs of the customer or end-user representative. Agile methods exploit several properties of software in allowing continuous integration and test-driven development. Software can be cost-effectively redesigned and refactored to accommodate changing requirements. Agile methods employ Lean principles, such as minimizing waste, doing what is sufficient, and delaying decisions to the last feasible moment. Teams are self-organizing and development practices are emergent. Processes, principles, and work structures are recognized during the project, rather than being predetermined, and systems are developed in an incremental (small software releases, with rapid cycles), cooperative (customer and developers working constantly together with close communication), straightforward (the method itself is easy to learn and to modify, well documented), and adaptive (able to make last moment changes) way (Abrahamsson et al., 2017).

The need for a balance between Agile and plan-driven methods in organizations and individual projects is well understood in the software domain (Boehm, 2002; Vinekar, 2006) because companies need to create value quickly as well as provide high assurance of their product. Boehm (2002) suggested that projects can be positioned on a continuum from purely Agile to purely plan-driven, indicating their reliance on plans, and offers a risk-based strategy for deciding the level of planning required. Karlström (2006) considered the need for embedding Agile methods in conventional stage-gate project management models. Assuming that a project is either traditional or Agile, Vinekar suggested that two distinct, separate cultures must be maintained if an organization is to successfully undertake both types of projects in parallel (Vinekar, 2006). Nerur (2005) suggested that Agile methods are attractive for highly innovative projects in which the customer places high value in the outcome; however, this researcher suggested that organizations should be circumspect in integrating Agile methodologies with existing plan-driven cultures. Examples of where one approach has necessarily been replaced by the other can be identified, such as in the development of Boeing Commercial Airplanes’ wiring system design software tool (Bedoll, 2003). Turner (2007) argued that although it is obvious that there are large differences between the largely plan-driven Capability Maturity Model Integrated (CMMI) and Agile methods, both approaches have much in common. He believes that neither way is the “right” way to develop software, but that there are phases in a project where one of the two is better suited. Turner (2007) also suggested that one should combine the different fragments of the methods into a new hybrid method.

Smith (2007) advocated the use of Agile principles in the development of non-software systems, showing how many of the characteristics of software that Agile methods exploit can apply equally to systems that also contain hardware. Smith emphasized the importance of modular system architectures and the benefits of software-intensive design in creating flexibility and thus managing risk and uncertainty. He discussed experimentation and set-based design, along with the Lean concept of delaying decisions to the “last responsible moment.” Jorgensen’s Project Analyzer (Smith, 2007)
showed how different aspects of a project lend themselves to particular development approaches, suggesting the simultaneous pursuit of Agile and plan-driven methods. This indicates the amount of project overhead relative to the residual effort left for actual product development, thus giving an insight into the “agility” of a given project. Turner (2007) recognized the potential benefits Agile principles can bring to systems engineering, given that systems are becoming increasingly software intensive. Turner suggested that iterative and flexible development, Lean concepts, continuous integration, and test-driven development are all possible for a system that relies predominantly on software. Boehm (2005) agreed that system architecture needs to start with the software architecture, and Turner (2007) suggested that software provides capability, enables flexibility, and represents the majority of the value of modern systems.

Rothman (2007) considered different project life cycle approaches for hardware/software systems on a continuum from “serial” to “iterative,” “incremental,” then “iterative/incremental,” or “Agile,” where each approach is intended to manage different levels and sources of risk with different levels of feedback. The first three categories are considered as plan-driven methods because, in systems engineering, they tend to have strong documentation and traceability mandates. However, incremental or iterative approaches are thought to provide a degree of “agility” over serial approaches, allowing requirements and system architecture to change and evolve through the use of iterations or increments. Rothman showed how a hardware/software project can combine these different development life cycles for hardware, firmware and software (Figure 1).

Life Cycle Integration Related Work

Agile practices have gained considerable popularity in industry and research communities. The latest State of Agile Survey 2018 (Agile State Report, 2018) revealed that the top three reasons that drive organizations to adopt Agile were to accelerate product delivery, to manage changing requirements, and to increase productivity. Examples of the emergence of Agile methods in large-scale projects can be found in companies such as Lockheed Martin (Boehm, 2006). Furthermore, companies have started to successfully combine Agile and plan-driven approaches to receive the benefits of each approach (Baskeville et al., 2011). Millard et al. (2014) demonstrated how the development of a large command-and-control (C2) system can benefit from the combination of Agile practices and plan-driven approaches. Similarly, Hallberg et al. (2010) proposed an Agile architecture framework for developing C2 systems, and the use of their proposed architecture framework was examined in three...
case studies based on Swedish military projects. Hallberg et al. (2010) argued for the framework’s appropriateness for developing C2 systems, noting that it can be extended to support the development of other systems.

Agile software development provides benefits, but also introduces challenges with regard to project risks (Ramesh et al., 2010). Baskeville et al. argued (2011) that the term Agile practices is vague and can be attributed to anything. Górski and Łukasiewicz (2013) focused on the risk of integrating Agile practices in critical software, while satisfying software assurance requirements. Górski and Łukasiewicz (2013) conducted a user study and found that to conform to the requirements of safety-critical projects, different approaches of Agile practices should be employed. Jonsson et al. (2012) investigated if Agile practices conform to EN 50128, a standard that regulates safety-related software for railway applications. They found that Agile practices can be tailored to fit in this regulated development environment, offering, for instance, more efficient development, but can also cause conflicts with this standard.

Fontana et al. (2014) attempted to define and explore the maturity of software development in teams comprising Agile practitioners, by conducting a user study and statistical analysis. They found that maturity in Agile software development should be people centered (i.e., based on Agile practices such as flexibility and agility), rather than prescriptive processes. Boehm (2013) discussed how recent trends (such as big data and cloud computing) influence the integration of systems and software engineering processes. Machine learning approaches can affect the software life cycles with the ability to integrate early models and simulation results from historic or synthetic data (Kumar, 2019). To address these challenges, Boehm proposed an incremental commitment spiral model process framework and a set of process strategies.

RESEARCH APPROACH

For this paper we used inductive case study research as a method to develop theory (as per Marshall, 1999) by examining the extent to which Agile methods and principles can be integrated with structured systems development and how. We used previous experiences of the project, together with the Agile concepts developed from the literature, as a basis for inquiry into the development processes before, during, and after our involvement. This involvement includes in summary participation in the project management team, developing related systems, conducting interviews with relevant stakeholders during and after the development period, and reviewing transcripts and deliverables. One of us had direct involvement with the management and delivery of the project, another had academic oversight of their output, and two others contributed to the retrospective analysis of the material and the development of the theoretical framework.

Data collection for this case study was based on one-to-one semistructured interviews, focus groups and informal discussions with company personnel, project meeting minutes, and documentation reviews. Much of this data was compiled into a reflective diary, which later formed the basis for analysis techniques, including basic coding, analytic induction, critical incident analysis, and narrative analysis. These techniques were used to identify similarities to the Agile project management and Agile software development literature, which in turn led to further inquiry and assimilation of data. As such, our results cannot be considered generalizable without taking into consideration our specific assumptions because they depend on features of the PRT project and the company that implemented it. However, we believe that our experience in delivering the PRT project can help other new systems developers who use Agile principles and practices, especially where convention dictates an entirely plan-driven approach.

We developed the case study after the primary contributor’s involvement to the project. It focused on the same events, from a developer and even an executive viewpoint, helping to corroborate findings from each research method and contrast between developer culture and management culture. Through the course of reflection and analysis of the evidence as discussed above (basic coding, analytic
induction etc.), we looked at decisions and events primarily from a management viewpoint and did not fully consider many aspects of development (it was not intended to do so). Emergent requirements and tasks may well have been by-products of a development process not yet acknowledged by the management team. Further literature was then found addressing the need for Agile methods and principles and their application to conventional SE practice. We used these concepts to identify mechanisms behind the successes and difficulties seen during the period of involvement and to suggest changes to the management approach, such as the introduction of Agile project metrics. In particular, our work in managing early integration and test of new communications equipment and the development of operator interfaces was deemed to have played a crucial part in the success of the overall program.

CASE STUDY: AN AIRPORT PRT PROJECT

Project Overview

This case study examines how a degree of agility was achieved during the implementation of a PRT system at the business car park of a major U.K. airport, complementary to the need for plan-driven approaches to support hardware and safety-critical aspects. We used Boehm’s project characteristics (Boehm, 2003) in the following sections to point out how a degree of agility was achieved in terms of application, management, technical, and organizational attributes. We examined characteristics originally set forth by Boehm and Turner (2003a) to point out how a degree of “agility” can be brought to new systems development projects, suggesting how the use of Agile methods, or techniques from Agile methods, could exploit properties of software-intensive systems. These comparators were used in this case study to support these ideas with evidence (see Table 1). These attributes include the following:

- Application characteristics, including primary project goals, criticality, project size, and application environment
- Management characteristics, including customer relations, and planning and control
- Technical characteristics, including approaches to requirements definition, development and test
- Organizational characteristics, including customer characteristics, developer characteristics, and organizational culture (Note that the original model’s “personnel characteristics” have been broadened to include team working and process.)

The airport PRT system is a relatively isolated system that interacts primarily with humans and simple external information systems. The developers did not have major external interfaces to worry about other than the passenger interfaces and an operator human-machine interface (HMI). It is expected that future generations of PRT systems will integrate with other transport equipment and more sophisticated information systems, promoting the need for more rigorous up-front planning and control of external interfaces. In terms of systems involved, the PRT project can be thought of as consisting of the following elements:

- Contracted civil works, including guideway construction, and station and operation and maintenance (O&M) facility construction
- PRT system equipment and systems, including PRT vehicles, control and communications systems (including track-side equipment/systems), station and berth equipment and systems, and O&M facility equipment and systems

Most contractor civil works were completed before the installation of PRT equipment and systems. However, PRT equipment and systems began development well before the design and construction
phase, with parallel development and testing undertaken at a separate test facility in another city. The primary focus of this case study is on the final development and testing of PRT systems once the PRT equipment had been installed in the target environment. The basic architecture of this system is shown in Figure 2. The system essentially consists of automated guided vehicles managed via software-based real-time control systems, including vehicle-based guidance-navigation-and-control systems, central control, station control and berth control (berth doors, vehicle sensors, destination panel, vehicle charger, etc.). The central control system manages routing and scheduling of vehicles, empty vehicle management, fault detection and response, and display of system information to the operators in the control room. The central control system communicates with station controllers over a wired network, and both central and station controllers communicate with vehicles via a wireless communication system. Both the central control and station control systems run on customized PCs. Berth controllers manage berth door controllers, vehicle presence sensors, vehicle chargers, and the passenger destination selection panels. These run on single board computers and are developed in Microsoft’s .NET environment. Ethernet connections between station and berth controllers allow these applications to be built and tested over the network from a single location (i.e., the control room).

Vehicle control functions are managed by two hardware controllers. Vehicle guidance-navigation-and-control, health-use-and-monitoring, and other peripheral controls are developed in the MathWorks dSPACE development environment and implemented on a MicroAutoBox (MABx) rapid prototyping platform. Traction drive, motor brake control, and safety interlock functionality are implemented in Vehicle Control Language on an industrial motor control unit. Safety-critical functions, including automatic vehicle protection (AVP) and vehicle door control functions, are replicated on each hardware controller for dual redundancy. The AVP system is a fixed-block signaling system that ensures safe vehicle separation (it is similar to that used on railways and uses inductive coupling between sensors on the guideway and in vehicles). The central control system server runs AVP monitoring software to continually monitor the health of AVP sensors and critical functionality. The majority of system functionality is achieved with embedded system application software.

Control system applications comprise approximately 300 KSLOC (thousand lines of code). Project complexity has been viewed relative to other typical software projects in Figure 3. Technical complexity is regarded as high, given that control systems are custom built, unprecedented, embedded, real time, distributed, and fault tolerant. However, external interfaces are limited to four HMIs (for passengers, operators, and technicians), and the system does not interface with other systems in its operating environment (this is likely to change if the system is extended to other areas in the airport campus).

Management complexity is regarded as above average. There were on average 25 personnel in the engineering organization, five of which were software engineers. Project duration is high, with the system not yet in commercial operation. However, the number of stakeholders was limited to a single client (the client airport) and the safety verification team, reducing complexity in this respect. The client assigned a design-build-operate-maintain (DBOM) contract to the PRT system developer for the scheme at the beginning of the project. The subsequent program was conceived as a series of phases: development, demonstration, construction, installation, commissioning, confidence trials, initial operations, and then full operations. The PRT developer commenced further design and development to meet the expanded requirements of the full production system. Changes were also made at a remote test facility to allow testing to be more representative of the airport application. The idea was to develop much of the system’s core capability at the test facility before moving to the target environment.

High-level planning, including user requirements definition, success criteria, and assurance processes, were necessarily plan driven. There was a clear and definite understanding of the customer’s transit capability needs, which could not perceivably be met with a partially complete system, and a rigorous assurance process required comprehensive documentation to demonstrate adherence to process standards. Rigorous up-front planning was necessary for contract pricing and agreeing on payments contingent on successful completion of development milestones. Thus, in the beginning
system-level development was necessarily plan driven. Detailed plans were drawn up, identifying all major tasks, durations and work products, and these details became part of the contractual agreement between the airport and the developer who were required to issue management plans, including those relating to requirements management, configuration management, test management, information management, and system assurance. User requirements and success criteria set out functional requirements (e.g., vehicle interior, passenger interface), performance requirements (e.g., capacity, response time, availability), safety feature verification, regulation and standards compliance, and key system demonstration requirements. These requirements and success criteria evolved over time as both organizations’ understanding of the system matured. In general, Agile methods cannot be used where there is a need for a large portion of system capability up front (Boehm, 2003). However, the use of early software versions that were loaded onto the vehicles and control systems, as well as the use of pure-simulation and hardware-in-the-loop (HIL) environments, enabled developers to demonstrate reduced system capability from an early stage of the project.

Plans and specifications were necessary for supporting an early safety case, integrating off-the-shelf components, and coordinating contractors and suppliers. Project planning was conducted centrally through one-to-one interaction between a dedicated planner and each person in the development team. The customer did not participate in planning or development at this level, but instead relied on the developer to demonstrate compliance and report progress against plan. Although system-level...
development began with such thorough plans and specifications, the developers themselves did not use a lot of this information because they relied on group planning, tight collaboration, and shared tacit knowledge. Because of the novelty of the system, specifications were emergent and under continual adjustment. Most plans and specifications tended to be updated post process for assurance or compliance purposes. During implementation at the airport, plan-driven methods were unable to foresee lengthy integration processes, emergent system requirements, and emergent operational requirements; thus, the project suffered from schedule delays (Figure 4). Schedules were dominated by fault finding and fixing activities, test development activities, and supplier lead times. Emergent system requirements (in both hardware and software components) led to unforeseen developments, undermining the customer’s understanding of progress. The project suffered from the application of plan-driven methods because over-specification of performance requirements early on led to confusion and renegotiation further down the line.

In practice, development continued well into later stages of the program. After various activities were migrated to the target environment, numerous emerging development and test activities undermined the customer’s understanding of progress, even leading to growing concerns over the contractor’s ability to deliver. The PRT developers then shifted their management approach to a more Agile one, using short-term planning and frequent and early releases to demonstrate progress and build confidence. This approach then exploited the software-intensive nature of development, with new functionality incorporated primarily through iterations of application software and with integration difficulties resolved effectively through the use of rapid cycles of development and automated testing in both pure-simulation and HIL environments. Deliberate group planning sessions with end-user participation allowed developers to operate on the basis of shared tacit knowledge, minimizing their documentation overhead. Evidently, a degree of agility was achieved in a variety of management, technical, and organizational respects.

A Critical Reflection of Application, Management, Technical, and Organizational Characteristics

The core system design, including the basic concept of operations, was established early in the project. This step incorporated a number of key safety features, such as unidirectional, segregated guideway, offline stations, small vehicles, a limited maximum speed, and an independent AVP. Vehicles use fail-safe electromagnetic “hold-off” braking systems and interlocks to safeguard passengers in moving vehicles. The guideway curbs retain vehicles and minimize the angle of incidence in the event of a steering failure. Features such as these together provided an inherent “layer” of safety, allowing higher flexibility in the subsequent development approach.

Safety was a key consideration from the start of the development of the system concept. The PRT had no safety process standards specific to it because this was a new form of transport system. As a result, developers devised their own process, which emphasized the need to incorporate safety
An independent safety body—the Safety Verification Team (SVT)—was specified, reviewing the project with regard to safety and ensuring that this review would take place at well-defined milestones. This review process relied on a substantial amount of up-to-date and comprehensive safety documentation being made available to the SVT and client organization. These reviews had to be planned well in advance. The feedback from the reviews helped satisfy the end-client that the system was fulfilling all the aspirations and technicalities of the safety philosophy. Developers also specified that a safety case would be developed alongside the rest of the product. The main format of the safety case would remain unchanged as the project developed, but detail would be added as more information about the system became available.

Because the airport PRT was a novel system, no directly relevant safety statistics on which to base a safety assessment were available. Therefore, the developers adopted a diverse approach to the safety assessment that included a hazard analysis and risk assessment against risk criteria agreed with His Majesty’s Railway Inspectorate (HMRI); assessments against the Railway Safety Principles and Guidance; assessment against the US Automated People Mover (APM) Standards ASCE 21; and a quantified risk assessment (QRA) allowing direct comparison with the safety targets agreed on between developers, the airport, and the SVT. Design standards such as IEC 61508 were followed to ensure robust design and safe development of safety critical functions. The SVT did not perform safety approval or assurance on the system; rather, the relevant assurance groups within the client organization completed this step. The key difference is that assurance groups looked at the documentation and process standard compliance, whereas the safety verification process focused on assessing the safety of the system based on evidence. Developers were making their own case to the SVT and worked with the SVT to “steer” the safety verification process. This evidence-based approach is considered as the reason the SVT was the focus of all safety-critical developments, and why a more flexible development approach was allowed in many of the subsystems. Furthermore, the use of the IEC 61508 standard in the development of the system promoted iterative life cycle approaches to manage the impact of frequent and late requirements changes on the safety case.

The project began with formally defined change control processes for requirements change, design review, configuration control, test procedure change, reporting and sign-off. Any changes related to the safety critical system (i.e., the AVP), or hardware changes expected to impact the program or budget were managed according to these processes. However, much of the control system in every stage of the project.

Figure 4. Shifting program completion estimates
software used informal design reviews, together with configuration management and subversion repository functionality within their integrated design environments (IDEs). Furthermore, many of the requirements for control system functionality were codified in the system’s test modules, so changes to requirements and test processes required minimal documentation overhead. With only one or two people developing each control system module, much of the software-related functionality could be changed quickly and with little process overhead.

The early development activities resembled the spiral and evolutionary prototyping life cycle models (Rothman, 2007), using risk-driven iterative prototyping and continual customer engagement to progressively establish requirements and objectives (Figure 5). The development of a prototype system at a remote test facility was used to garner an understanding of the key enabling systems, such as autonomous vehicle control systems and central control system functionality. Development to production standards involved several component and software upgrades, as well as many new features to enable final operations at the airport. After development activities had been migrated to the airport site, the remaining developments were planned by feature and in stages from interface testing to single-vehicle testing and then multiple-vehicle testing. Testing was also planned by feature. Although many of these features were preplanned, many low-risk features concerned with high-level control logic and HMIs were left until later in the process when their requirements would be better understood. Preplanned testing activities spawned new development and test activities. Incremental development approaches were replaced by more Agile development approaches, responding to newly emerging requirements, fault-fixing activities, and test development activities (Figure 5). Specifically, the vehicle software development life cycle used early prototyping to establish architecture and determine the final approach to automatic guidance, navigation and control (Figure 5). Other features, such as battery charge management and health, use, and monitoring (HUMS) functionality, were developed in iterations. Finally, Agile iterations/increments were used to fix and test features in response to faults emerging from system-level integration and testing activities.

The use of a more Agile planning approach assisted the incorporation of operational requirements late in the process. Rapid iteration cycles, group planning, and end-user participation allowed operations personnel to reconcile their needs with the emerging capability of the system, without the need for heavy documentation or process standards compliance. This approach exploited the use of graphical user interface (GUI) design tools. While managers focused on short-term planning as a means of adapting to unforeseeable change, it was also necessary to forecast and negotiate development milestones and generally avoid an “open-ended project.” The client’s reaction to this shift in management style confirmed their intentions for the project as a showcase for PRT technology around the world. The project was not time critical; however, it had to be shown to be under control. The managers’ objective was to ensure that, once in operation, the system worked as intended and gave the best level of service possible to end-users of the system. Schedules were expected to slip, given the amount of uncertainty and risk associated with the novelty of the system. Progress metrics were supplemented with quality metrics, such as defects versus test cases (an Agile project management metric), to give the customer an idea of progress in ensuring a stable, working system throughout the integration process.

As seen in Figure 5, the development of high-level control system iterations finally became more Agile. Software development was planned in short iterations/increments to deal with unforeseen debugging and testing support. New requirements emerging from operational planning, including the control system’s fault response and system recovery functionality, also could be easily incorporated into the workflow with the use of short planning cycles. These requirements emerged primarily through an Agile-like development process used for operator GUI software. Safety-critical systems, such as the AVP system, were prototyped to determine requirements and architecture up front. This aspect of system development was necessarily plan driven with lengthy design review processes that the organization wanted to avoid repeating if possible. However, final integration and testing activities were coordinated in a more Agile fashion, with rapid cycles of analysis, fixing, and testing activities, planned one iteration at a time. Automated test support was provided through AVP monitoring software.
The system architecture was designed to accommodate late decision-making, such as with the system’s wireless communication system. This system was designed as a number of alternative solutions, each providing different levels of redundancy. Design decisions could be delayed until sufficient research had suggested the desired level with respect to the overall reliability needs of the system. Through “option-based design” serious rework was avoided. The core system architecture was designed to complement the small size of the development team and allow for a degree of agility in subsystem development. The system was divided into modules, with each module owned by a single developer or small team. The idea was that one person would be able to understand and manage everything in their module. Interfaces between modules were made as simple as possible and were tightly controlled to allow developers to work autonomously while ensuring that core subsystems...
remained broadly compatible. Developers adapted their own processes in developing each subsystem quickly and efficiently and collaborated to ensure that interfaces remained stable. With the majority of developers based in different locations around the U.K., this also enabled developers to work remotely for relatively long periods of time. When subsystem development was slowed by efforts to manage system configuration for system-level integration testing, developers had to strike a balance between delaying system-level integration testing to allow for more efficient subsystem development and integrating subsystems early and often to provide continual verification of the system.

Early consideration of software in the design process allowed developers to better integrate commercial-off-the-shelf (COTS) technology and mitigate late-in-the-process compatibility issues. Software allowed developers to get around the problem of integrating COTS technology that was not designed specifically for use under PRT operating conditions. One such example involved the use of standard lead-acid batteries and battery chargers. These are conventionally used for recharging vehicles over a fixed amount of time, whereas PRT systems use them for fast, opportunistic charging. Although the supplier of charging devices could customize charger behavior to some degree, this approach was not sufficient for managing a battery charge in such a dynamic operating environment. Consequently, the majority of control was left to battery charge management algorithms in the vehicles’ control software. The use of COTS-based hardware and software systems allowed developers to streamline their workforce and concentrate on core competencies. The focus was more toward software development, COTS supplier management, and system integration and testing, as opposed to low-level design, manufacture, and unit testing. This approach avoided numerous potential integration difficulties and lack of testing/fixing resources. The use of software-intensive COTS-based systems has provided a means of dealing with change with a small organization and relatively complex new system development.

The system’s HMI drew developers and operating personnel into a process more akin to Agile methods. It initially served as a testing interface that had evolved with developers’ testing needs. However, this was far from sufficient for the needs of operations personnel. Furthermore, the operations team had minimal knowledge of system capability on which to base their operating procedures, and thus, were unable to provide complete, clear requirements up front. Management initially assumed that there was sufficient basis for designing the full operations-oriented HMI in a single iteration. However, the managers soon recognized that an iterative and incremental development process was required to (1.) foster an understanding of system capability and the necessary degree of control required in the HMI from a developer’s point of view; (2.) provide the operator with early versions to understand what they needed from the interface; and (3.) allay concerns of the customer, who had a bad experience with past HMI developments with early working versions. A new version of the software was released every month. In each iteration, a full cycle of operational analysis, planning, development, and testing was accomplished.

The majority of high-level control system functionality was developed in a completely simulated or HIL environment at the test facility. The same practice was used for integrating new features and new vehicles in the target environment at the airport. Simulated or “virtual” subsystems were used to provide a virtual environment in which key subsystems could be tested (Figure 6). For example, using virtual station controllers and virtual vehicles provided central control with a simulated environment that provided repeated automated testing under all envisaged operating scenarios. Then, real station controllers and real vehicles were introduced one by one to allow progressive integration and testing. Integrating and testing of core features of the system were performed early and often to identify errors not only in the implementation and specifications but also with the integration, testing, and validation processes themselves. Developers quickly learned that the tests used to validate operational capability, interoperability, and interface quality would evolve as fault finding/fixing revealed new situations to test for new emergent behaviors and more efficient ways to test for them. Therefore, formal system integration testing was supplemented with exploratory testing, fault finding, and fixing. Frequent and early integration was key to developing systems and practices to support testing.
The use of completely simulated and HIL environments with automated testing allowed control system developers to integrate and test on a frequent basis, including both the software and the hardware. Developers added new features/fixes with frequent (daily) cycles of build and test in a completely simulated environment. This step provided rapid feedback to developers, helping them to correct faults as they arose and allowing developers to quickly reprioritize features/fixes to support system integration activities. Less frequent, but more stable releases were used for HIL and human-in-the-loop development and testing on the target platform. Feedback cycles allowed test engineers to detect hardware-dependent faults early and subsequently re-task developers (or add to their feature/fix backlog). Periodic demonstration releases allowed the customer to examine progress made (Figure 7).

The customer’s understanding of the system was critical to the airport PRT project. With insufficient understanding of the system from an operational point of view, the customer originally established performance requirements that in some cases were either contradictory or not verifiable with an operational system. Modeling and simulation techniques were used to develop both the customer’s and operations team’s understanding of the system and set more relevant validation criteria. The customer organization was inherently plan driven; thus, the developer’s management had to adapt their approach to satisfy customer needs/concerns, while also managing the relatively turbulent development environment within. Immense frustration was found within the customer organization initially as development fell behind schedule, and new tasks and new tests appeared. These were in essence inherent properties of a novel system development for which the more R&D nature of the developer was suited. Developers of the core system were accustomed to an Agile culture in which they owned their own processes and coordinated development activities through
group planning with face-to-face communication. Therefore, when the management approach was shifted to a more Agile approach, each person was expected and trusted to do whatever work was necessary to the success of the system.

Most individual developers could be considered as Cockburn level 2 or Cockburn level 3 people (Boehm, 2003). Because of the level of expertise and experience among developers, the management approach was always a “light touch” with a focus on maintaining order rather than control. Managers focused on listening to developers so that they could provide better suggestions for improvements and report progress and issues more clearly to senior management/executive level. Managers entrusted developers with an overall directive and let the individuals prioritize tasks and manage their own day-to-day commitments. Developers had a variety of automotive and aerospace backgrounds. Their combined knowledge and experience allowed them to tailor development processes to their needs. With no direct PRT track record, they relied on the expertise and experience of personnel to instil trust in their ability to deliver. Developers operated on the basis of shared tacit knowledge Therefore, most of the knowledge surrounding the system and its development could not be accessed without engaging with all developers and working with them over a period of time. This process frustrated the customer to some degree, but the customer was never in any doubt regarding the developer’s technical ability.

There could be endless further reflections upon a number of factors pertaining to application, management, technical, and organizational characteristics. We will, however, gather everything discussed so far, as well as other points, in Table 1, where using Boehm and Turner's framework (2003a) we make explicit the features of agility that enabled the delivery of the PRT project in a way that surpassed the challenges faced and how these were integrated with the original plan-based approach for the system.

**How Agility Made a Difference**

Plan-driven methods were necessary for developing safety-critical features and providing continual safety verification of the system. However, many aspects of the system were subject to ongoing iterative development with continuous integration and testing. Safety-critical aspects were bounded to make safety provable and uphold the system’s safety case throughout development. From the beginning of the project, developers recognized that this project was a novel system requiring a new safety regulation and engaged in discussion with the regulator for its development. They worked with an
independent SVT to devise a safety verification method appropriate for safety assurance of the PRT system. Although this process relied on comprehensive documentation, it also relied on a degree of trust between them and the SVT that could exist only through sustained collaborative development.

The airport’s approach to engaging with developers was inherently plan driven, using contracts as a basis for relations. Having validated critical aspects of the system through successful demonstrations, the customer was confident that it was possible to foresee the remaining issues and work through them in advance, formalizing plans and specifications into a contractual agreement. This was necessary for pricing the contract, agreeing on milestones and payments in advance, and avoiding an “open-ended” project. In practice, plan-driven methods were undermined from continually evolving requirements, developments, testing, and unforeseen changes (e.g., fault fixing) surrounding the various integration difficulties. Therefore, a more Agile approach to managing development activities was followed—one that focused planning efforts on particular testing/demonstration goals in the short-term, while using high-level plans to forecast and agree on key project milestones. This approach allowed for a degree of autonomy among developers and allowed operational requirements to be incorporated late in the process. The documented plans and specifications were subject to continual modification to a point where they could not be maintained given the limited resources. Evidently, developers tended to rely on tacit shared knowledge more than documented knowledge.

The developer company did not have the resources to expand; thus, it needed an architecture that would allow a small development team to manage the entire life cycle. Therefore, the core system architecture was designed around the needs of a small organization, allowing individuals to own a subsystem and own their own processes. Developers would be given sufficient autonomy with minimal process or documentation mandates. Interfaces were made extremely simple and were tightly controlled to allow for a degree of autonomy within each area of subsystem development. The decision was made early to minimize the amount of data passing through control system interfaces, ensuring that, while a degree of autonomy was given to each module developer, modules remained broadly compatible. A risk-driven approach to defining requirements introduced a further degree of agility in the development process. Safety requirements and requirements relating to the core enabling systems were defined from the beginning and were subject to rigorous change control. But for noncritical features such as human interfaces, the pervasive use of software throughout the system allowed requirements to be subsequently set and evolve as developers’ understanding of the requirements matured.

Developers were intent on delaying formal system-level integration until as late as possible to avoid being slowed down by configuration management and other managerial constraints. Later in the project, management began to coordinate subsystem development to achieve frequent and early system-level integration and early system-level testing, allowing frequent demonstrations of reduced functionality to the customer. The ability to deliver in short iterations was well suited for the company’s need for a risk-driven development approach, allowing developers to quickly understand the best technology approach and hardware/software architecture needed to support the system’s envisaged life cycle.

The airport PRT project initially saw a clash between the developer’s R&D-driven culture, which thrived on informal and emergent working practices, and the customer’s plan-driven one, which depended on up-front planning and process maturity. The developer’s management adapted their management style to cope with the inherent working practice, while ensuring that high level plans were established and maintained with the customer. Specifically, managers were forced to use short planning cycles, or a rolling-wave planning approach, to establish and prioritize developer’s activities. Key integration milestones required cross-discipline, collocated teams performing fault-finding, and fault-fixing activities for particular features. When schedules began to slip owing to continually emerging development, integration, and testing activities, the focus turned to specific demonstrable milestones and customer participation in planning each demonstration requirement. This shift focused all development on demonstrable outcomes, which the customer could verify on sight/inspection.
Table 1. Analysis of the airport PRT case study project along the plan-driven versus agile methods characteristics comparative framework of Boehm and Turner (2003a)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Plan-Driven Method</th>
<th>Agile Method</th>
<th>Situation</th>
<th>Response</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application Primary goals</td>
<td>Predictability, stability, high assurance</td>
<td>Rapid value; responding to change</td>
<td>Need for high assurance as well as a degree of flexibility to cope with unforeseen changes in a novel system development</td>
<td>Combination of proven off-the-shelf technology where possible, integrated and operated with in-house developed software</td>
<td>High assurance and high flexibility</td>
</tr>
<tr>
<td>Criticality Up-front architecture is necessary for proving safety. Safety assurance process requires rigorous up-front planning and adherence to process standards.</td>
<td>Safety can be achieved with refactoring to safety standards; however, safety may be compromised by subsequent changes. Continuous integration and “continuous certification” may be possible.</td>
<td>Transit system safety integrity needed to be upheld and provable despite design changes and adjustments occurring throughout system.</td>
<td>Architecture set early to support a safety case. Safety-critical functionality was bounded (i.e., the AVP system). Separate life cycle approach used for safety-critical subsystem.</td>
<td>Safety was provable and safety-critical functionality was safeguarded from design changes elsewhere in the system.</td>
<td></td>
</tr>
<tr>
<td>Size Large teams and projects</td>
<td>Small teams and projects</td>
<td>Small team of engineers/developers—10 personnel, including five software developers</td>
<td>Architecture designed around the organization to allow for high autonomy in areas of subsystem development.</td>
<td>Minimized management and communication overhead, maximizing efficiency</td>
<td></td>
</tr>
<tr>
<td>Environment Required when there is a large portion of system capability needed up front.</td>
<td>Suited for systems that can provide business value to the customer in small increments/iterations</td>
<td>Full operational capability was not so important to the customer as early feature demonstration to manage risks and allay concerns.</td>
<td>Early demonstrations of reduced functionality</td>
<td>This approach was vital to early procurement and building confidence in the system as its development moved on-site.</td>
<td></td>
</tr>
<tr>
<td>Up-front architecture necessary for managing interfaces with external systems</td>
<td>Few external interfaces to control</td>
<td>The system only interfaces with operations personnel and passengers. External interfaces are software-based HMIs.</td>
<td>Interfaces could be designed and developed late on in the process, with no external compatibility issues.</td>
<td>High adaptability to changes in operational requirements and customer preferences</td>
<td></td>
</tr>
<tr>
<td>Need to plan for hardware manufacturer, civil contractors, off-the-shelf hardware suppliers</td>
<td>Short planning horizon used in Agile project management excludes contractors, manufacturers, suppliers.</td>
<td>Hardware/software system. Need for flexibility and rapid feedback in the software development process</td>
<td>Separate life cycle approaches for hardware and software</td>
<td>Hardware development risks managed separately from software development risks</td>
<td></td>
</tr>
<tr>
<td>Need to plan for any hardware test and verification support systems</td>
<td>Relies on automated test and verification</td>
<td>Proven off-the-shelf technology avoids low-level hardware development and testing. PRT is fully automated.</td>
<td>Hardware and software testing was achieved at a higher level and could be achieved on-site and under automatic control.</td>
<td>Rapid cycle of development and testing was achieved for many hardware/software systems.</td>
<td></td>
</tr>
<tr>
<td>Organization spread across multiple locations</td>
<td>Collocated teams</td>
<td>Individuals/small teams developing different subsystems in different locations</td>
<td>Architecture designed to allow a degree of autonomy in subsystem development; however, integration events required all developers working together on-site.</td>
<td>Cross functional, cross-discipline team working together to support integration, test, and fix activities. Minimizes integration risk.</td>
<td></td>
</tr>
<tr>
<td>Management Customer relations</td>
<td>Plans contractually agreed on up front</td>
<td>Iterations allow customers/end-users to actively establish and prioritize requirements on the system.</td>
<td>Progress against plan suffered from emergent development, integration, and test support activities</td>
<td>Focus turned to specific demonstrable milestones and customer participation in planning each demonstration requirement.</td>
<td>Progress and issues better understood and more visible</td>
</tr>
</tbody>
</table>
### Table 1. Continued

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Plan-Driven Method</th>
<th>Agile Method</th>
<th>Situation</th>
<th>Response</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Customer relations</td>
<td>Customer/ end-user not involved in the development process</td>
<td>Relies on customer/end-user participation</td>
<td>Customer’s lack of understanding surrounding development issues</td>
<td>Customer representative brought in to help steer the planning process</td>
<td>Customer representative could understand the challenges in more detail and mediate between PRT developer and the customer.</td>
</tr>
<tr>
<td>Process maturity as a means of instilling trust</td>
<td>Experience, expertise, and shared track record as a means of instilling trust</td>
<td>Small start-up and novel system; therefore, little process maturity</td>
<td>Customer relied on experience and expertise of developers. PRT developers focused on building a track record with the customer.</td>
<td></td>
<td>The project became as much a confidence and trust-building exercise as it was a system development exercise.</td>
</tr>
<tr>
<td><strong>Planning and control</strong></td>
<td>Relies on documented plans, managed centrally</td>
<td>Relies on group planning and tacit interpersonal knowledge</td>
<td>Schedules and specifications required continual rework, as new activities continually emerged</td>
<td>Developers used documentation only where absolutely necessary to their progression. Management maintained higher-level plans.</td>
<td>Minimized documentation rework while maintaining a level of progress reporting</td>
</tr>
<tr>
<td><strong>Long-term planning</strong></td>
<td>Plan only for the next short iteration (or use rolling-wave planning)</td>
<td>Emergent developments, fault-finding and fault-fixing activities undermine the schedule</td>
<td>Planning switched to a rolling-wave approach, with detailed planning for the next iteration and high-level plans for subsequent iterations.</td>
<td></td>
<td>Ensures that development activities are trained on a particular feature or outcome, and that related integration issues are dealt with before the next iteration. Emergent developments can be incorporated into subsequent development iterations.</td>
</tr>
<tr>
<td><strong>Progress measured as “progress against plan”</strong></td>
<td>Progress is measured by how many requirements are turned into capability, or simply how satisfied the customer is.</td>
<td>Progress against plan was not seen to reflect “real progress.”</td>
<td>Detailed planning was focused on the next demonstration milestone, marking progress toward the original user requirements specification.</td>
<td></td>
<td>Successful completion of milestones gained confidence in the plans.</td>
</tr>
<tr>
<td><strong>Quality is assured through adherence to process standards.</strong></td>
<td>Quality is assured via a continually working system.</td>
<td>Lean documentation approach delayed the assurance process.</td>
<td>Focus shifted toward empirical reliability, proven through continual running of the system throughout testing and commissioning.</td>
<td></td>
<td>Continual assurance and trust-building exercised as it was a system development exercise.</td>
</tr>
<tr>
<td><strong>Technical</strong></td>
<td>Requirements</td>
<td>Rapid iteration cycles used to establish and prioritize new requirements with the customer</td>
<td>High-level transit capability understood by the customer. System requirements were only understood on a high level at the outset.</td>
<td>Risk-driven, evolutionary requirements. Iterative prototyping used to select an appropriate architecture</td>
<td>Hardware design and safety architecture defined early. Software development used Agile approaches to manage late changes, debug, and test activities.</td>
</tr>
<tr>
<td><strong>Development</strong></td>
<td>Up-front architecture to support the envisaged life cycle of the system</td>
<td>Simplest design given the current requirement set; requirements too unpredictable to plan for in the current design</td>
<td>Developers could foresee many late design decisions, component upgrades, and also aspects that needed to remain flexible (e.g., vehicle equipment configuration was expected to change; vehicle control software development was evolutionary)</td>
<td>Up-front architecture to support redesign, upgrades, and extension of the system. Option-based design was used to delay decision-making wherever possible. Architecture designed to allow flexible development at subsystem level through the use of simple subsystem interfaces and strict interface control.</td>
<td>COTS component upgrades supported. Design decisions feasibly delayed until requirements were better understood. Adaptive processes and rapid development at subsystem level.</td>
</tr>
</tbody>
</table>

*continued on following page*
This approach reduced reliance on documented plans and instead focused on demonstrations of a working system. Collocation, deliberate group planning, and client participation were all seen as characteristics of a more Agile project management process. Although this was true, managers also had to maintain a sense of progress with the client, focusing on high-level planning for the long term and using demonstrations to convey progress and instill trust.

**DISCUSSION**

This work presented a case in which a degree of agility was crucial to the successful development and delivery of an airport PRT project. Agility was needed to cope with the following challenges:
(a.) emergent risks owing to the novelty of the system development; (b.) the need for rapid customer value, given the level of uncertainty surrounding the system’s technical and commercial feasibility; (c.) the small size of the organization and limited overhead to support heavily documented processes; and (d.) the need for quality assurance despite the lack of process maturity. We used previous experience, together with the Agile concepts developed from the literature, as a basis for inquiry into the development processes before, during, and after our involvement in the project over a period of 12 months. This explored the need for plan-driven approaches as well as the need for a degree of agility in both technical and management respects, and suggested, for example, the reasons for the shift in management style, the need for frequent and early integration as a means of managing risk, and how the system was designed to promote late flexibility and Agile approaches in its core subsystems. This inquiry has contributed to ideas on how Agile methods may significantly enhance first-time system developments. Thus, a key contribution of this paper is in the understanding of the mechanisms in support for, and benefits of, agility in first-time systems development.

The concept of the system that was delivered emphasized software as a means of achieving the majority of system capability. Therefore, the system naturally facilitated a necessary degree of agility in the development process. The pervasive use of embedded systems in the project allowed software to manage everything from automatic door control to vehicle guidance and navigation to automatic routing, scheduling, and autonomous PRT network control. Flexibility was created in many of these systems with the use of standard highly programmable computing platforms such as the Microsoft .NET framework and the dSPACE MicroAutoBox rapid prototyping platform. The company minimized the need for hardware support with the use of proven off-the-shelf technologies where possible and by reducing mechanical complexity with the use of rubber-tired vehicles running on simple open guideways (Figure 8). These properties together allowed for early and rapid iterations of a prototype system, with system capability delivered primarily through iterations of application software development.

Another key aspect of the developed system is that its operational capability can be evolved through software developments made during commercial operation. Initially, the system could run a

Figure 8. PRT Podcar on guideway system
(Original photo courtesy of D. Rhodes, 2009)
simple service with a limited number of vehicles (i.e., three), offering the possibility of immediate commercial service. Through iterations of control system software, together with improved HMIs and operational strategies, more and more vehicles were added until the system was capable of operating at full capacity. Given that the airport system was a showcase for PRT, a minimum level of capability was required before the system was opened for commercial operations. We believe that this feature will become important for PRT networks of increased size and complexity, where initial commercial operations can steer developments to, for example, the control systems, station call-forward systems, and operating procedures, all funded by operating revenue. This evolutionary approach remains exclusive to non-safety-critical functionality, where Agile approaches to verification and validation, and change control/release are acceptable. Developments could allow the system to learn commuter behaviors, integrate with other transport networks’ scheduling systems, integrate with mobile applications, switch to scheduled operations during the peaks (and demand-responsive operations off-peak), dynamically reroute vehicles around blocked guideway links, prioritize vehicle availability to particular stations depending on service-level agreements, or isolate vehicles from the rest of the fleet and crowded stations if they are a security threat. The ability to evolve transport capability in this way, with no disruption to commercial operations, distinguishes PRT from other transport systems.

Agile development is promoted by the studied PRT system through its use of repeatable design. Vehicle and station control systems, as well as berth control modules were developed as a single module and then installed on each respective system. Furthermore, each of these systems could be installed remotely over the wired network (for station and berth control) or over the wireless network (for vehicle control). This method allowed the development and testing of new module versions in real time, allowing for rapid iterations of coding and testing in the target environment. Much of the system’s capability could be developed and tested in pure-simulation or HIL environments, allowing developers to move toward continuous integration and test-driven development. A pure-simulation platform was used for integrating new capability in short iterations, switching between periods of development and stabilization, and building up an automated test suite that would subsequently be used for HIL testing. HIL simulation was used to provide an effective test platform on which modules could be independently and rigorously tested, with a mixture of simulated or real subsystems in the loop. Test engineers could test before vehicles or other hardware became available, integrate hardware progressively to reduce cycle times, and manage integration difficulties more effectively. Short planning cycles also allowed integration testing activities to quickly feed back into the software development cycle, allowing developers to quickly respond to hardware-dependent faults, new requirements, and test support needs. This process became especially important as migration to the target environment incurred new developments, most of which could be absorbed into the existing architecture, with some requiring a degree of refactoring. This approach also assisted the incorporation of operational requirements that emerged with the addition of peripherals and user interfaces. The use of human-in-the-loop simulation assisted the development of operator interfaces, allowing operations personnel to develop operational procedures and the interfaces concurrently.

Agile methods rely on maintaining a continually working version of the system and using demonstrations to the client to convey progress and quality. This approach relies on the client having sufficient understanding of the system’s capability, which in the case of some systems (e.g., avionics systems), would be rarely seen. More intangible systems require more formal compliance processes to convey progress and quality. The studied PRT system allows the level of functionality, performance, subsystem interoperability, and total operational capability to be easily deduced upon visual inspection, test participation, and user trials. This is perhaps why the project converged on demonstration milestones as a means of measuring progress.

Documented process plans and specifications were required to satisfy safety requirements and for quality assurance purposes. Safety, quality, risk, configuration, and test management plans were required early in the project. Safety assurance was critical to gaining regulatory approval and
satisfying the customer’s safety requirements. However, for many of the subsystems, there was little overhead to support the continual adjustment and modification of documentation given the limited number of personnel, the number of emergent development activities, and increasing time pressures. Documentation tended to be updated periodically, or post-process, and was usually aimed specifically at assurance activities. The dependence on documentation was further reduced by the use of automated test environments, allowing new requirements/test cases to be maintained in executable form. Developers evidently focused on a continually working system as a means of assuring quality.

Although the relevance of Agile principles and practices was realized only late in the project, the organization had naturally converged on many of the same ideas. However, it is believed that making the use of Agile principles and practices explicit from the outset would improve project performance. The organization could have further exploited the use of automated test environments, driving continuous integration and test-driven development. Managers could have driven development by feature, allowing for more effective testing, more visible progress, and improved forecasting. An awareness of Agile principles could have shifted the focus of quality assurance teams, placing trust in a continually working system as opposed to compliance with documentation-heavy assurance processes. Finally, the use of Agile principles could have prompted the client to view progress in terms of their goals and immediate values, allowing managers to set out a more progressive, yet flexible delivery approach, focused on delivering value to the customer early and often.

CONCLUSION

This paper presented a case study where a degree of agility was crucial to the successful development and delivery of a novel safety-critical system in a regulated environment. We examined the extent to which Agile methods principles were used to enhance the delivery of an airport PRT project, which provides evidence in support of Turner’s thesis on SE projects that suffer from “schedule-busting” integration processes (2007). The increasing involvement of software allows for increasing agility, as systems become much more software intensive. The project used option-based design for a number of subsystems, allowing design decisions to be better informed through better research/quality of information. The discussed PRT project used multiple life cycle approaches for different subsystems/modules in the way motivated by Rothman (2007), managing hardware and software development risks separately, with Agile software development and iterative prototyping of hardware. Early software releases on hardware prototypes were used to ensure that the system could be developed by feature as early as possible. There are strong parallels with Grenning’s approach to embedded Agile development (2004), where quick releases are combined with more stable releases to tackle software bugs and hardware compatibility issues while minimizing resources/costs. The project relied on pure-simulation and HIL environments to allow for early release and more exhaustive testing. This technique is already used extensively in the automotive industry, and in addition, PRT can also benefit greatly from HIL simulation, allowing operators to train and realize operational requirements along the way.

Because the original contractual relationship between the PRT developer and the client suffered when schedules and deliverables slipped, an Agile project management approach was needed to deal with the various nested life cycle approaches within the development team. This ties in with Smith’s reflections on Boeing 777 and their use of “rolling-wave” and “loose-tight” management approaches (2007). The lack of success in shifting the client’s plan-driven attitude confirms Boehm’s thinking on the degree of trust required to facilitate more Agile project management approaches (2003). In terms of the conflict of Agile methods with safety requirements, the airport PRT concept has inherent safety built in. This has allowed for more flexibility to deal with the relatively turbulent development process. Safety integrity was required in much embedded software. However, a long development period with continual demonstrations of a working system provided the necessary confidence in some critical aspects, such as the vehicle guidance-navigation-and-control system.
This study has identified properties of a novel automated transit system that promote the use of principles and practices from Agile development and Agile project management. A degree of agility has been seen to occur naturally; however, explicit consideration of Agile principles from the outset of a project led to significant increases in project performance in terms of the level of value perceived by the customer. We hope that this study prompts other real-world projects where new systems development have benefited from the use of Agile principles and practices, especially where convention dictates an entirely plan-driven approach.
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