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ABSTRACT

Big data brings new opportunities to discover the new value of healthcare industry, since it can help us understand the hidden value of data deeply. This also brings new challenges: how to effectively manage and organize these datasets. Throughout the whole life cycle of publishing, storing, mining, and using big data in health care, different users are involved, so there are corresponding privacy protection methods and technologies for different life cycles. Data usage is the last and most important part of the whole life cycle. Therefore, this article proposes a privacy protection method for large medical data: an access control based on credibility of the requesting user. This model evaluates and quantifies doctors’ credibility from the perspective of behavioral trust. Comparative experiments show that under the background of linear, geometric and exponential distribution trends and mixed trends, the regression model in this article is better than the existing methods in predicting trust accuracy and trust trends.
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INTRODUCTION

As the next level of mobile Internet and the Internet of Things develops quickly, the cost of computing and storage of medical data is decreasing, while the efficiency of data processing is also increasing. In particular, high-tech technologies, such as artificial intelligence and sensing devices, are gradually being integrated into the medical industry, generating and accumulating a substantial quantity of medical data, both organized and unorganized. Because of its clear boundaries and consistent format for creation and storage, structured data may be integrated and analyzed automatically. Conversely, unstructured data must undergo extensive pre-processing to be usable by analysis tools because it cannot be read by machines. Meanwhile, the development and improvement of health-care information systems (HIS) has organized and summarized the scattered data from numerous departments of medical facilities or cooperation among facilities. An HIS facilitates accessibility, analysis, and sharing of...
medical data, which has played a great role in improving the efficiency of medical treatment and modern management of medical institutions and has become an essential technical tool in medical activities (Huo et al., 2014). An HIS enables health-care institutions to gather, store, manage, analyze, and optimize patient treatment histories and other important data. Additionally, these technologies make it simple for medical professionals to obtain data regarding large-scale environments, such as trends in community health. Traditionally, the source of medical big data is mainly the vast quantity of information produced by individuals seeking medical care at communities and health-care facilities.

In the big data environment, how to minimize the misuse of information or misuse of permissions originating from within the system and thus causing damage to patient privacy is an important issue facing users of medical big data. Unauthorized access to patient medical records happens when a person accesses data, including protected health information (PHI), that is contained in those records without the proper consent, authorization, or other legal authority. Medical records for patients can be unlawfully accessed from a variety of places. Access control technology secures medical data at the use stage from the root cause of data leakage (an access rights assignment problem). This technology ensures that the data can be accessed by the right users with legal privileges through certain condition constraints. Access control technology ultimately serves the purpose of protecting the privacy and security of medical big data. Therefore, this paper proposes a big data access control model that meets the needs of the medical industry by combining the characteristics of the medical industry and the behavior patterns of doctors. On the basis of this model, a set of trust-based evaluation methods and constraint mechanisms are designed to evaluate users’ trust from their behaviors and improve the access control granularity of the model.

Policymakers face a challenge to establish if the material accessible by physicians is required from a personal standpoint to create effective access control rules because of the profession, difficulty, and cost of learning clinical qualifications. The traditional coarse-grained access control policy can no longer meet the highly complex medical big data system. This paper proposes a trust-based access control system for medical big data that combines the traditional task-based access control (TBAC) model and role-based access control (RBAC) model and introduces trust assessment as a constraint to build a trust-based T-RBAC model to meet the needs of the medical industry. The model combines the advantages of TBAC and RBAC and introduces a behavior alert module that dynamically monitors user access behavior in real time and gives certain warnings to illegal users. Finally, it is experimentally proven that the warning mechanism can effectively reduce the frequency of malicious access to the system and improve the overall behavior of users.

In the rest of the paper we explain existing work in detail, discuss the process of cybersecurity of medical data based on big data, and share the details of the experiment and result analysis.

RELATED WORK

Traditional Access Control

Access control technology originated in the 1970s to address the necessity to handle authorized access to shared information on mainframe systems. This technology was primarily used to control access to critical resources by explicitly granting or limiting the scope and capability of access to data and information through some means after verifying the legitimate identity of the access user, thus preventing intrusion by illegal users and damage caused by inadvertent operations of legitimate users (Wang et al., 2015). In short, the technique was mainly used to decide which users access which information with which privileges, while ensuring the privacy and security of data. Lampson (2014) first proposed a formalization of access control as well as a description of the mechanism in 1974 and detailed the idea of accessing the subject and object. Subsequently, in 1985 the U.S. Department of Defense published the Trusted Computer Security Evaluation Criteria (TCSEC) that clarified the importance of access control in computer security systems (Ferraiolo et al., 2003). TCSEC pointed
out that there are two general access control mechanisms: autonomous access control and mandatory access control. With the continuous development of society, storage systems have become larger and more complex, and consequently, the corresponding access control systems have evolved on the traditional base model. To enhance the applicability of the model to make it more flexible on complex systems, Ferraiolo et al. (2003) first proposed the idea of simplifying security management by using roles, hierarchies, and constraints to organize privileges; this proposal was the earliest RBAC model.

Despite the majority of businesses having established cybersecurity processes, cybersecurity maturity scoring revealed that awareness and education levels were generally low (He et al., 2020). Recognizing key cybersecurity issues, options used by the health-care system, and emerging issues to address the huge rise in cyberwarfare is critical. Attackers used cyberwarfare to exploit weaknesses in individuals’ work behavior and use of technology that businesses created by policies they decided to implement in reaction to the COVID-19 disease outbreak (O’Brien et al., 2021). Because of the heterogeneous distributed nature of big data and other characteristics, traditional access control techniques can no longer meet the needs in the context of big data. Chakraborty et al. (2006) for the first time acted on trust degree as a constraint in the access control mechanism. First, trust is graded based on the historical behavior records of the users to be evaluated, and roles are assigned according to the trust level. To reduce the effect of subjectivity in trust assessment, Zhang et al. (2014) divided trust assessment into two parts—direct trust and indirect trust—and assigned trust levels and privileges according to the final comprehensive trust.

Medical Big Data Access Control

Access control technology, one of the key technologies to ensure secure sharing of big data, has emerged as a data analysis hotspot. Although people appreciate the convenience that changes to health-care data offer, how to safeguard the protection of physician data as part of big data have also risen to prominence as a concern. Most of the research on access control conducted by scholars at home and abroad has been conducted in the context of big data, and less relevant research has been applied to the medical field (Wang et al., 2011). However, some scholars have also done research on big data in the medical field. Khan et al. (2015) analyzed the problems and potential threats faced by health-care digitization and proposed a fine-grained context-dependent access control approach for health-care big data based on conventional free access control, such as discretionary access control (DAC) and RBAC, and these researchers’ proposed eTRON architecture effectively solves some problems in a priori authentication. Vawdrey et al. (2004) introduced trust into health-care information systems and constructed a framework for authentication and access control services based on trust negotiation. Shakhovska et al. (2019) analyzed the importance of health-care providers and security domains to establish trust between users, providers, and medical staff. These researchers used a privacy-preserving trust negotiation protocol to improve the security of health-care data transmission and sharing and showed how it can be used to automatically establish mutual trust between interacting parties. As health-care informatization continues to accelerate, the trust relationship between data providers, data managers, and data use in the context of medical big data becomes increasingly complex, so integrating trust assessment models with big data access control techniques is a trend for future research and a better solution for improving security and reliability when storing, accessing, and sharing medical data.

Medical Big Data

The use of big data is changing various fields of the medical industry, especially personalized medical services, and the corresponding data analysis services as a benchmark model in the field of big data are also starting to heat up. For example, in 2013, the Society of Clinical Oncology, an American nonprofit organization, proposed a medical project to help treat cancer with the help of big data. The project involves collecting and analyzing the treatment data of a large number of cancer patients and then using it to guide and assist physicians in the treatment of cancer-related patients.
Meanwhile, the hospital side is also actively exploring and practicing big data in health care. For example, Beijing Capital Medical University and Pfizer Investment established the first big data project applied to cardiovascular treatment in China to explore and test the value and operation mode of big data application in the field of cardiovascular diseases in China (Powsner et al., 2014). The current research on medical big data is mainly in the following areas.

Research on Data Storage, Integration, and Mining of Medical Big Data
As the process of medical informatization continues to accelerate, the massive amount of data requires higher storage performance for the database, and the structured database used in the past can no longer meet the storage requirements in the big data environment. In 2014, the U.S. Food and Drug Administration (FDA) established a public data open project. The project provided 3 million reports of raw data of desensitized adverse drug reaction records from 2004 to 2013. This data can be downloaded by companies, organizations, or even individuals for relevant mining and analysis to discover the value of this data.

Medical Big Data Security and Privacy Protection Research
The big data industry has driven the development of medical big data, and medical big data has gradually become one of the important strategic deployments of the country. Li analyzed the security risks of medical big data from the legal perspective, introduced the concept of “right to be forgotten,” and gave the corresponding legal protection measures. Singh et al. (2020) investigated patients’ and physicians’ perceptions of the benefits and risks of informatization of medical records and found that patients were generally concerned that the medical information repository did not have sufficiently secure access constraints and authority control.

Cybersecurity of Medical Data Based on Big Data and Privacy Protection Methods
Medical Big Data Physician Behavior Privacy Protection Trust Assessment
The doctor’s medical record is a valuable resource for health-related information and serves as a “credential” created by the doctor-patient relationship. It serves as a reflection of the doctor’s commercial acumen, ethical guidelines, and capacity to provide complete care. It also serves as a crucial foundation for determining if medical conduct is standardized. To determine if a doctor is reliable or not, several access control models for big data in medicine use past treatment records among the key pillars. Although the current trust-based authentication mechanisms are more flexible and have a finer level of detail than conventional network access, a number of drawbacks remain. For example, current research puts the emphasis more on enhancing the model’s performance level through the advancement and creativity of the accept quantitative method without recognizing the significance of the alerting system in the connectivity management system, as well as the trust quantification neglects to take into consideration.

Physician Behavior Model
To fulfill their job responsibilities, physicians’ visits can be divided into two stages. The most frequent reason for medical errors is a breakdown in communication. These problems can occur verbally or in writing between a doctor, nurse, member of the health-care team, or a patient in a medical office or health-care system. Medical errors are sometimes caused by poor communication. First, after interacting with the patient, the physician identifies an initial target G0 for the patient (that is, the cause of the physician’s suspicion based on the patient’s relevant symptoms and combined with his or her own experience. LePort asserts that the key to a successful doctor-patient relationship is the capacity for empathy. This empathy is the most efficient technique to win a patient’s trust and
establish a genuinely honest, respectful connection. Disruptive physician conduct is a pattern of personality qualities that interferes with the physician’s ability to work effectively in the clinical setting. Subsequently, the physician selects the set of medical records related to the current target to confirm the correctness of that target as shown in Figure 1.

If the answer is accurate, the work is finished; if it is inaccurate, the cycle is continued until Liam leaves by himself or the ailment is verified, or the procedure is documented in the HIS as a full treatment lifetime, creating a health history.

**Behavioral trust parameter construction**

Node trust (NT), sometimes referred as instant trust, is the confidence in the participant’s node level accessible behavior. This accepts variable is unrelated to the user’s past context and simply reflects the characteristics of the recipient’s present behavior. In reality, the method recognizes the reliability of customers’ queries depending on the kind and quantity of information the customers have asked to acquire whenever they wish to connect to the HIS and receive assets. Determining the individual’s behavioral trust (network trustworthiness) will not take much time because the kind and quantity of services demanded by the client are available. For the behavior warning module (BWM) in the process of carrying out recognition warning and knowledge return activities on the user’s behavior, the network trustworthiness NT is also a crucial element. By designating each nearby node in the network map as either internal or external in reference to the local node of that network map, the Trusted Node Security feature enables administrators to impose more stringent security standards when interacting with specific nodes in their networks. Individual nodal credibility is thus significant and essential as an element in the evaluation of customers’ aggregate trustworthiness. The algorithm for calculating the individual’s source vertex accessing behavior’s trustworthiness is shown in equation (1).

\[
T_{\text{node}} = N \left( M_{\text{bool}}, E M_{\text{bool}} \right) = 1 - \frac{1}{\sqrt{n}} \left( \sum_{i=1}^{n} \left( \mu_{ij} - e\mu_{ij} \right) \right)^{\frac{1}{2}}
\]

(1)

Figure 1. Physician behavior model
The technology gives a mark to every connection to denote the type of that contact, and historically, relationship confidence is determined depending on the user’s interactions with the program. The PIR calculation, which is the proportion of the number of affirmative permissions towards the overall number of approvals in the doctor’s history accessing behavior, may be used to immediately acquire this data by accessing the ATDC-DB and doing so as shown in equation (2).

\[
PIR = \begin{cases} 
1, & \#\xi > 1 \\
\frac{\text{AUTH}^\delta}{\text{AUTH}^\delta + \text{AUTH}^-\delta} 
\end{cases}
\] (2)

For each interaction between a user and the system, the behavioral trust assessment system performs a dynamic trust assessment and generates a corresponding comprehensive user trust CT, which is stored in the ATDC. A psychological instrument used to monitor, describe, explain, and predict behavior is a behavioral assessment test. This test is done to gauge and assess the many behavioral indicators of a candidate’s cognitive capabilities. It should be noted that the CT is not used as the final trust output for access control policy invocation, but the trust value corrected by regression analysis is used for the final access control policy assignment.

**Trust-Based Privacy-Preserving Health-Care Big Data Access Control Model**

The central concept of the access management model is that dynamic resource evaluation can refresh consumer reputation in real time, but this approach to combating and discouraging malicious visitors by lowering user reputation is an after-the-fact punishment, meaning that the effects of malicious network consultations won’t be seen until the following process of formative evaluation. The consequences of a user’s malicious visit will be felt only after the next cycle of dynamic evaluation. Post-facto penalties have little to no effect on users who are engaging in malicious behavior and are not as effective in combating malicious behavior. Malicious visitors can be categorized into two categories: purposeful malicious visitors, who steal patient information for profit, and purposeless malicious visitors, who pry into patients’ privacy out of curiosity as well as boredom. Early warning mechanisms can effectively address this issue because they have the psychologically deterring impact of timely warnings when malevolent visitors attempt to commit a “crime,” which always raises the “crime cost” for visitors. The idea that penalizing someone for doing something bad, especially something bad like committing a crime, will stop malicious visitors and others from doing it again. Visitors’ cost of crime is always increased by this self-perceived emotional penalty, which is especially potent for careless and malevolent viewers. Consequently, a realistic notification method can significantly increase the authorization model’s overall efficacy.

**Model Framework**

Currently, access control mechanisms based on roles, identities, and attributes are generally used for health-care big data, where different responsibilities (e.g., pharmacists, nurses, or doctors) are allocated anomaly privileges, but such access control models do not systematically consider malicious access and intrusive behavior of the roles themselves. However, these approaches do not take into account mobile applications and have narrow authorization resolution, similar to the security solution in research that employs single-value quantifying data (value is taken, risk value) and subsequently integrates it with a predetermined authentication and authorization. The fine-grained network management paradigm FTOACM, which is specialist provides and fits the needs of security mechanisms for medical big data, is proposed in this work based on previous research. The proactive alert mechanism improves general user behavior in the network by raising the “price of offense” for unauthorized attackers, thus,
to some level, lowering the likelihood of unauthorized access to an HIS. A technique for limiting who has access to particular data is fine-grained access control. Fine-grained access control, as opposed to broad data access control, or coarse-grained access control, employs more subtle and flexible techniques for granting access. The FTOACM adopts a quantitative methodology, particularly the trust assessment concept of overall and individual proximity analogy, which is applicable to a variety of responsibilities (doctors, nurses, pharmacists, etc.) as long as there is a personal correlation, significantly improving the model’s adaptability. Supervisors can change the guidelines using the ability to converse that the platform provides at the appropriate period. As a result, the framework for this research offers strong applicability and adaptability to accommodate various organizational designs and demands in the health-care sector (Figure 2).

Doctors who want to use the HIS databases as well as medical information apps make up the majority of the model’s entities. The prototype also comprises the following components:

- an aware subsystem that gives input and precautions predicated on the confidence level of the physician’s centralized access behavior
- a protocol component that is in charge of overseeing and attempting to control access permissions according to predetermined permissions
- a component for the collection of approval and believe certifications

The validation and recognition control unit supports authentication whenever the doctor pertains to the collection and sharing of medical data. The detailed steps are as follows:

1. The user’s request is approved by the request execution point (REP), which then transmits it to the identity authentication module (IAM).
2. The IAM delivers its authorization to the behavior warning mechanism after first verifying that the doctor’s connection period, login IP, and other identification credentials are accurate (BWM).
3. The trust management center (TMC) receives a request from the BWM asking for the necessary behavioral trust.
4. After receiving the necessary data from the TMC, the BWM classifies the user’s behavior according to its degree of trust and issues the associated alert or warning message.
5. The users will decide either to maintain the connection after obtaining the data from the BWM and will then transmit that decision back to the BWM (if the connection is interrupted, the operation will be aborted; if not, the procedure will proceed).
6. When the TMC receives a request from the BWM to resume connection, it contacts the BWM and calls up the Trusted Digital Certificate Database (ATDC-DB) to additionally analyze the user’s level of confidence.

Figure 2. ATDC and medical record generation process
7. The access policy database (AP-DB) then communicates with the BWM to determine the individual’s ultimate trustworthiness and renders a decision based on the access restrictions.
8. The most reliable resource is chosen from all those that are accessible and transmitted to the doctor if any are permitted. Then, the matching MR and ATDC are created and saved in the HIS-DB and ATDC-DB.
9. The related MRs and ATDCs will be created and recorded in the HIS-DB and ATDC-DB if the doctor is not permitted, and the client won’t be capable of accessing the appropriate resources.
10. The doctor can now use its services and carry out its tasks or processes (figure 3).

**Authentication Module**

The initial line of defense for FTPACM is the identification component IAM, which offers fundamental coarse-grained network access via pertinent identification. The IAM is the particular virtual or physical setting in which a service instance is installed within an execution zone. An authentication module is a plug-in that gathers user data, such as a user ID and password, and compares it with entries in a database. The IAM is in charge of verifying the veracity of the requested user’s identification and newly added enrollment. In a separate database, the component keeps track of enrolled users’ identity and verification data. The user credentials are compared with the login credentials kept in the platform’s internal database whenever a user wishes to log in. If the desired account is legitimate, the IAM gets the logged-in user’s IP location as well as connection time variables and validates the accuracy of the values. If the demand is valid, it is sent to the user request handling (URH) for additional user

**Figure 3. Flow chart for process of health information**
process execution. The functions that manage client requests and create responses are known as request handlers. The servlet base classes define the request handler functions. A derivative servlet implements the function or functions that process the client request. Individual permissions are not able to change the preregistered customer IP and communication bandwidth settings in the model. Employment hours, essential assigned shift, vacation duty time, as well as duration of stay, are the four segments that make up the network delay. The algorithms for checking user legitimacy and user registration are shown below.

Algorithm 1. check_user_legitimacy()
11: else
12: User not registered.
13: Do you want to register?
14: if (user response == yes) then
15: user_registration ()
16: else
17: Exit.
18: END

Algorithm 2. user_registration()
1: Produce INPUT: (U_Id, U_PW, UI)/* U_PW is the user password and the UI is the user other informations. */
2: OUTPUT: (Success, Failure) of the user registration.
3: BEGIN
4: Enter your information and password.
5: if (User detials and password are valid) then
6: Success of the user registration
7: else
8: Enter valid user information.
END

Behavior Alert Module

This module is for behavior warning. The task of recognizing and evaluating users’ access behavior falls to the BWM, which must then provide analysis and information in line with the behavior features. Users submit access requests to the BWM, which then transmits particular decrypt messages to the TMC and uses them to determine the trustworthiness of pertinent access behavior. Trust management can be viewed in two different ways: (1.) as the process of developing one’s own reliability and (2.) as the process of determining the dependability of others. In the context of managing trust, both types of trust are regarded as being equally important. Python’s warnings module manages them. With the warn() function, we may display user-generated warnings. The filterwarnings() function allows us to act on particular warnings. The module fuzzes the returned node trust value, fuzzy classifies its trust level, and finally provides corresponding information feedback to users according to the output trust level. The corresponding information is fed back to the user.

In this paper, according to the actual trust level and the characteristics of user access behavior, we established the corresponding fuzzy distribution function to fuzzify the node trust value for output, and according to the different output values, different prompt information was fed back to the user. The corresponding fuzzified affiliation function is shown in equation (3).

\[
\mu_1(x) = \begin{cases} 
1, & x \leq a \\
\frac{b-x}{b-a}, & a \leq x \leq b \\
\frac{b-a}{b-x}, & x > b
\end{cases}
\]
\[
\mu_2(x) = \begin{cases} 
\frac{x-a}{b-a}, & a \leq x \leq b \\
1, & b \leq x \leq c \\
\frac{d-x}{d-c}, & c \leq x \leq d \\
0, & x \langle a, x \rangle d \\
0, & x < a \\
1, & x > d 
\end{cases}
\]
\[
\mu_3(x) = \begin{cases} 
\frac{x-c}{d-c}, & c \leq x \leq d \\
0, & x \langle a, x \rangle d \\
1, & x > d 
\end{cases}
\]  

(3)

According to the experience subjective selection of certain forms of fuzzy distribution, and then according to the actual measurement data to confirm the value of parameters, we finally determined, after a large number of data test simulation and reference to expert opinion, that \(a = 0.3, b = 0.5, c = 0.7, \) and \(d = 0.9.\) The warning affiliation function is shown in Figure 4.

\[
\mu_1(x) = \begin{cases} 
1, & x \leq 0.3 \\
0.5 - x, & 0.3 \leq x \leq 0.5 \\
0.2, & x > 0.5 
\end{cases}
\]

\[
\mu_2(x) = \begin{cases} 
\frac{x-0.3}{0.2}, & 0.3 \leq x \leq 0.5 \\
1, & 0.5 \leq x \leq 0.7 \\
0.9 - x, & 0.7 \leq x \leq 0.9 \\
0.2, & x \langle 0.3, x \rangle 0.9 \\
0, & x < 0.7 \\
\frac{x-0.7}{0.2}, & 0.7 \leq x \leq 0.9 \\
1, & x > 0.9 
\end{cases}
\]

As per the information criteria contained in the database, the feedback involves sending feedback notifications to the customer. Table 1 lists the particular feedback mechanism criteria.

**Access Control Policy**

We provide real legislation for FTPACM permission behavior management that entails the use of user identity and the feeling of security to regulate accessing characteristics depending on an access control collection. We categorize user access possibilities into three categories—normal access, additional
security, and undetermined access—to improve appropriate access in the FTPACM architecture. The access control guidelines for FTPACM are shown in Figure 5.

These conjunction, disjunction, and sequence pattern elements are obtained from the system design method. A and B are the initial and final edges of the system design, E is the order’s path, and G provides extremely fast delivery.

### EXPERIMENT RESULTS AND ANALYSIS

We randomly generated 100 system users and divided them into four categories according to their behavior levels (25% are high-level malicious, 25% are medium-level malicious, 25% are low-level malicious, and 25% are normal).

---

**Table 1. Feedback mechanism of BWM**

<table>
<thead>
<tr>
<th>Feedback Type</th>
<th>Mapping Relationships</th>
<th>Trigger Conditions</th>
<th>Feedback Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>$P_1 \rightarrow \mu_1$</td>
<td>$\max_{1\leq x \leq n} \left{ \frac{\mu_i(x)}{x} \right} = \mu_1$</td>
<td>Send $M_1$ to the doctor</td>
</tr>
<tr>
<td>$P_2$</td>
<td>$P_2 \rightarrow \mu_2$</td>
<td>$\max_{1\leq x \leq n} \left{ \frac{\mu_i(x)}{x} \right} = \mu_2$</td>
<td>Send $M_2$ to the doctor</td>
</tr>
<tr>
<td>$P_3$</td>
<td>$P_3 \rightarrow \mu_3$</td>
<td>$\max_{1\leq x \leq n} \left{ \frac{\mu_i(x)}{x} \right} = \mu_3$</td>
<td>Send $M_3$ to the doctor</td>
</tr>
</tbody>
</table>
Figure 5. FTPACM rules

Rule 1
\[
\text{user.id} = \text{(true)} \land \text{ac.time} = \text{(legal)} \land \text{ac.situation} = \text{(normal)} \\
\land \text{t.range}(T_{\text{min}}, T_{\text{max}}) = \text{(true)} \rightarrow H_{\text{sign}} = (\delta^+) \cup H_{\text{avl}} = \text{(full view)} \cup H_{\text{record}} = \text{(Generated)}
\]

Rule 2
\[
\text{user.id} = \text{(true)} \land \text{ac.time} = \text{(illegal)} \land \text{ac.situation} = \text{(normal)} \\
\land \text{t.range}(T_{\text{min}}, T_{\text{max}}) = \text{(true)} \rightarrow H_{\text{sign}} = (\delta^-) \cup H_{\text{avl}} = \text{(no view)} \cup H_{\text{record}} = \text{(null)}
\]

Rule 3
\[
\text{user.id} = \text{(false)} \land \text{ac.time} = \text{(legal)} \land \text{ac.situation} = \text{(normal)} \\
\land \text{t.range}(T_{\text{min}}, T_{\text{max}}) = \text{(true)} \rightarrow H_{\text{sign}} = (\delta^-) \cup H_{\text{avl}} = \text{(no view)} \cup H_{\text{record}} = \text{(null)}
\]

Rule 4
\[
\text{user.id} = \text{(true)} \land \text{ac.time} = \text{(legal)} \land \text{ac.situation} = \text{(normal)} \\
\land \text{t.range}(T_{\text{min}}, T_{\text{max}}) = \text{(false)} \rightarrow H_{\text{sign}} = (\delta^-) \cup H_{\text{avl}} = \text{(no view)} \cup H_{\text{record}} = \text{(Generated)}
\]

Rule 5
\[
\text{user.id} = \text{(true)} \land \text{ac.time} = \text{(legal)} \land \text{ac.situation} = \text{(emergency)} \\
\land \text{t.range}(T_{\text{min}}, T_{\text{max}}) = \text{(true)} \rightarrow H_{\text{sign}} = (\delta^+) \cup H_{\text{avl}} = \text{(full view)} \cup H_{\text{record}} = \text{(Generated)}
\]

Rule 6
\[
\text{user.id} = \text{(true)} \land \text{ac.time} = \text{(illegal)} \land \text{ac.situation} = \text{(emergency)} \\
\land \text{t.range}(T_{\text{min}}, T_{\text{max}}) = \text{(true)} \rightarrow H_{\text{sign}} = (\delta^+) \cup H_{\text{avl}} = \text{(full view)} \cup H_{\text{record}} = \text{(null)}
\]

Rule 7
\[
\text{user.id} = \text{(false)} \land \text{ac.time} = \text{(legal)} \land \text{ac.situation} = \text{(emergency)} \\
\land \text{t.range}(T_{\text{min}}, T_{\text{max}}) = \text{(true)} \rightarrow H_{\text{sign}} = (\delta^-) \cup H_{\text{avl}} = \text{(no view)} \cup H_{\text{record}} = \text{(null)}
\]

Rule 8
\[
\text{user.id} = \text{(true)} \land \text{ac.time} = \text{(legal)} \land \text{ac.situation} = \text{(emergency)} \\
\land \text{t.range}(T_{\text{min}}, T_{\text{max}}) = \text{(false)} \rightarrow H_{\text{sign}} = (\delta^-) \cup H_{\text{avl}} = \text{(part view)} \cup H_{\text{record}} = \text{(Generated)}
\]

Rule 9
\[
\text{user.id} = \text{(true)} \land \text{ac.time} = \text{(legal)} \land \text{ac.situation} = \text{(undefined)} \\
\land \text{t.range}(T_{\text{min}}, T_{\text{max}}) = \text{(true)} \rightarrow H_{\text{sign}} = (\delta^-) \cup H_{\text{avl}} = \text{(no view)} \cup H_{\text{record}} = \text{(null)}
\]
malicious) and then the remaining 25% are legitimate users. Each user has 100 history records corresponding to the randomly generated data and meets the initial PIR of 0.2500, 0.5500, 0.7500, and 0.9500, respectively, in the forms shown in Tables 2 and 3.

We generated all the above simulation data using Java and ran the simulation experiments on a physical host with 64-bit Windows 10 as the operating system. The host configuration was an AMD Ryzen 5 3500U with a Radeon Vega Mobile Gfx with a 2.10GHz CPU and 8 GB of RAM. A midrange processor for laptops in the mainstream class was the AMD Ryzen 5 3500U. The Ryzen 5 3500U is a superb processor for home and business computing tasks, and its four cores and maximum clock speed of 3.7 GHz enable it to run numerous apps at once.

The goal of this series of trials is to determine how the warning module’s involvement will affect people’s general access to doctors. We assume that the warning mechanism has a 30% blocking effect on malicious behavior; that is, after receiving a notification from the warning module, users have a 30% chance of immediately stopping their access activity and a 70% chance of continuing it. For ease of discussion, we refer to the concept used in this study as the W model and the conventional model without the warning mechanism as the T model.

Whenever individuals in the W model communicate with one another, 30% of the visits that BWM deems “malicious” will be arbitrarily stopped. We averaged the results of three consecutive encounters to provide three test trust levels. This study used the growth ratio R index to reflect. The R implies that the greater the influence on users, the stronger the effects of the BWM process are. to precisely illustrate the influence of the W model on consumers with varying degrees of malice. The reputation growth ratio for prior interactions as well as the trust growth ratio are shown in equation (4).

\[
R_{CCT} = \frac{CCT_{W-model} - CCT_{T-model}}{CCT_{T-model}}
\]

\[
R_{PIR} = \frac{PIR_{W-model} - PIR_{T-model}}{PIR_{T-model}}
\]

The distribution in Figure 6a compares the credibility levels for the four different user groups in the two approaches, and it is clear that the W model has greater trustworthiness than the T model.

**Table 2. CCT dataset for users**

<table>
<thead>
<tr>
<th>User</th>
<th>CCT₁</th>
<th>CCT₂</th>
<th>CCT₃</th>
<th>...</th>
<th>CCT₉₉</th>
<th>CCT₁₀₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>User1</td>
<td>0.8387</td>
<td>0.7745</td>
<td>0.7928</td>
<td>...</td>
<td>0.8451</td>
<td>0.8988</td>
</tr>
<tr>
<td>User2</td>
<td>0.6003</td>
<td>0.6128</td>
<td>0.6172</td>
<td>...</td>
<td>0.5947</td>
<td>0.5996</td>
</tr>
<tr>
<td>User100</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

**Table 3. User’s PIR Database**

<table>
<thead>
<tr>
<th>User</th>
<th>PIR₁</th>
<th>PIR₂</th>
<th>PIR₃</th>
<th>...</th>
<th>PIR₉₉</th>
<th>PIR₁₀₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>User1</td>
<td>0.7600</td>
<td>0.7700</td>
<td>0.7600</td>
<td>...</td>
<td>0.7300</td>
<td>0.7200</td>
</tr>
<tr>
<td>User2</td>
<td>0.4500</td>
<td>0.4600</td>
<td>0.4700</td>
<td>...</td>
<td>0.5800</td>
<td>0.5700</td>
</tr>
<tr>
<td>User100</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

The goal of this series of trials is to determine how the warning module’s involvement will affect people’s general access to doctors. We assume that the warning mechanism has a 30% blocking effect on malicious behavior; that is, after receiving a notification from the warning module, users have a 30% chance of immediately stopping their access activity and a 70% chance of continuing it. For ease of discussion, we refer to the concept used in this study as the W model and the conventional model without the warning mechanism as the T model.

Whenever individuals in the W model communicate with one another, 30% of the visits that BWM deems “malicious” will be arbitrarily stopped. We averaged the results of three consecutive encounters to provide three test trust levels. This study used the growth ratio R index to reflect. The R implies that the greater the influence on users, the stronger the effects of the BWM process are. to precisely illustrate the influence of the W model on consumers with varying degrees of malice. The reputation growth ratio for prior interactions as well as the trust growth ratio are shown in equation (4).

\[
R_{CCT} = \frac{CCT_{W-model} - CCT_{T-model}}{CCT_{T-model}}
\]

\[
R_{PIR} = \frac{PIR_{W-model} - PIR_{T-model}}{PIR_{T-model}}
\]

The distribution in Figure 6a compares the credibility levels for the four different user groups in the two approaches, and it is clear that the W model has greater trustworthiness than the T model.
According to the CCT market growth chart, the more mischievous the customer conduct, the faster trust grows (high: 0.1484, normal: 0.0208) and the more pronounced the influence of BWM is. The impact of BWM is clear. It is evident from the frequency distribution in Figure 6b that the PIR of the W model is superior to that of the T model, so it is completely apparent from the PIR overall growth graph that the more maliciously inclined the consumers are, the more effectively the consequence is. The histogram compares the PIR for the four different forms of user groups in the two approaches. The Protein Information Database (PIR) is a comprehensive, open-access resource for protein informatics that aids in scientific discovery and genomic and proteomic research. The Protein Sequence Database (PSD), a database of more than 283,000 annotated protein sequences that spans the whole taxonomic spectrum, is maintained by PIR. In other words, the dynamic authentication scheme with the BWM may successfully block and curtail some dangerous user activity without harming regular user access, and it can aggressively enhance the total access rate of users through recognizing and making announcements. Figure 5 illustrates how the approach further enhances system users’ general behavior while preserving standard access control features.

The model architecture consists of several modules; namely, the authentication besides request processing module, the behavior alert module, and the access policy module. This architecture introduces the functions and implementation principles of each module, respectively. Finally, we proved through experiments that the addition of the early warning mechanism can enhance the total behavior of users by enhancing the user’s and indicators in the system.

CONCLUSION

In this paper we analyzed the sources and characteristics of big medical data as well as studies and the literature on the background of big medical data. We found that one of the key factors affecting the popularization and development of big medical data is the safety of medical data use. To ensure the privacy and security of medical data in the use phase, we proposed an access control model for the large medical data field based on the characteristics of the medical industry. Based on this model, we evaluated trust of doctors from the behavioral dimension, which improved the granularity of access control of the model.

In this paper, many aspects of the trust-based access control model for big medical data are in the research exploration stage, so future work will be considered for them. The selection of parameters of the fuzzy membership function in the fuzzy classifier of the early warning mechanism is based on expert experience, and there are specific factors directly related. Future work should be analyzed according to actual user data, and the influence of the main related factor should be minimized.

Figure 6. Performance comparison of CCT and PRI


### APPENDIX

**Abbreviation and expansion**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Expansion</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIS</td>
<td>Health-care information system</td>
</tr>
<tr>
<td>RBAC</td>
<td>Role-based access control</td>
</tr>
<tr>
<td>FDA</td>
<td>Food and Drug Administration</td>
</tr>
<tr>
<td>NT</td>
<td>Node trust</td>
</tr>
<tr>
<td>BWM</td>
<td>Behavior warning module</td>
</tr>
<tr>
<td>PIR</td>
<td>Protein information database</td>
</tr>
<tr>
<td>REP</td>
<td>Request execution point</td>
</tr>
<tr>
<td>IAM</td>
<td>Identity authentication module</td>
</tr>
<tr>
<td>TMC</td>
<td>Trust management center</td>
</tr>
<tr>
<td>AP-DB</td>
<td>Access policy database</td>
</tr>
<tr>
<td>ATDC-DB</td>
<td>Trusted Digital Certificate Database</td>
</tr>
<tr>
<td>URH</td>
<td>User request handler</td>
</tr>
<tr>
<td>PSD</td>
<td>Protein sequence database</td>
</tr>
</tbody>
</table>
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