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ABSTRACT

The objective of utilizing mmWave/subTHz bands in next-generation wireless communications is to be achieved. Despite this, since reconfigurable intelligent surface (RIS)-assisted systems depend on the transmission channel configuration, the system architecture design, and the methods used to derive channel state information (CSI) on a base station (BS) and RIS, channel estimation continues to be the main problem with these systems. This research proposes an innovative RIS-based and compressed sensing-based channel estimation technique for the internet of vehicles. To obtain the best phase shift matrix, the communication model must first be constructed, and the angle-of-arrival and departure are utilized. Channel estimation is then performed based on the perception matrix. The training overhead and complexity of the channel estimation are reduced by considering the position information of the vehicles in the optimal phase shift matrix. Simulation results show that the proposed algorithm exhibits better channel estimation and low complexity performance compared with existing algorithms.
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INTRODUCTION

The reconfigurable intelligent surface (RIS) has an endless number of application possibilities in terahertz (THz) (Bakht et al., 2019) and millimeter wave (mmWave) systems (Mohammed et al., 2019; Shahjehan et al., 2020). It offers a low-cost, passively controlled hardware structure (Jabeen et al., 2019). Since its introduction, the concept of RIS has gained immediate acceptance in various fields related to wireless communication (Alsafasfeh et al., 2019). An RIS is composed of digitally adjustable passive reflective elements (Narayanan et al., 2018). The system can modify the incident signal’s independent amplitude and/or phase shift to alter the wireless channel used to transport data between the transmitter and receiver (Kotobi et al., 2015). An RIS can therefore modify the wireless propagation environment to enhance signal transmission. Unlike conventional active relay
beamforming, an RIS enables full-duplex passive beamforming reflection (Haykin, 2005; Goldsmith et al., 2009; Zhang et al., 2008) and does not require an active radio frequency chain for signal transmission, reception, and self-interference cancellation.

Additionally, owing to its low profile, light weight, and ability to maintain geometry, it can be deployed flexibly and at scale. The RIS has undergone extensive research and has been integrated into various wireless communication environments, including system throughput (Zhao et al., 2008; Yoo & Goldsmith, 2006; Schubert & Boche, 2004), network coverage (Costello, 2009; Qaisar et al., 2020; Tareq et al., 2020), communication security (Nasif et al., 2021; Abdulameer et al., 2020; Fook et al., 2020), communication rate (Alathamneh, 2019; Yan et al., 2016; An et al., 2018; Wu & Zhang, 2020), and channel estimation (Di et al., 2020; Pan et al., 2020; Zheng, et al., 2021; Ramezani & Jamalipour, 2021). This is due to the aforementioned performance attributes of the RIS.

Each passive reflecting element in the uniform planar array of the RIS can slightly alter the amplitude and phase of the incident signal, greatly controlling the signal’s direction and strength at the receiving end (Han, et al., 2022). This feature enables the RIS to assist the system in building an intelligent and reliable edge intelligence system with a higher degree of freedom by helping the system enhance or suppress directional signals according to the needs of each edge agent and forming a fine-grained, three-dimensional passive beam that meets those needs (Hilo et al., 2022; Dong et al., 2021). The RIS has a regulated wireless environment and a collaborative mechanism to allocate resources precisely and effectively. Studies have shown that this technique may significantly enhance the performance of the system in RIS-assisted multiple-input multiple-output (MIMO) systems (Taghavi et al., 2021; Shen, et al., 2021), IRS-assisted orthogonal frequency division multiplexing (OFDM) systems (Li, et al., 2022), IRS-assisted non-orthogonal multiple access (NOMA) systems (Liu et al., 2021), and other systems. Feng et al. (2021) provided a detailed description of IRS-assisted wireless networks, including their key wireless communications applications, benefits over competing technologies, hardware architecture, beamforming design, channel estimation, and network implementation. In terms of theoretical study on data aggregation, Sun & Yan (2021) suggested that to achieve ultra-high-speed data aggregation, the performance of the wireless computing (AirComp) system should be enhanced by deploying IRS. To fully exploit the benefits of the AirComp system, Zheng et al. (2021) recommended integrating IRS into the large-scale cloud radio access network (C-RAN).

The key aspect in improving system transmission performance in the wireless communication environment is the design of the RIS phase-shift beam. However, because of the large number of RIS reflecting components, getting thorough channel state information (CSI) is often essential, resulting in a considerable training overhead to construct an appropriate RIS phase-shifted beam using the conventional design framework. Instant CSI is employed in each of the aforementioned studies. A second link needs to be built for frequent data exchange between the transceiver and RIS, thereby increasing hardware costs. The phase shift design of the transmitting beam and RIS exclusively relies on statistics derived from position information, and relative location data of the communication devices can be easily acquired through the IoV system during communication. Consequently, combining RIS with the IoV has three advantages:

1. Statistical CSI (Xu et al., 2022) based on location data reduces training expenses.
2. Regular updates are not required because location data change much more slowly than instantaneous CSI.
3. Because only a small amount of location data need to be shared between users, base stations, and RIS, only low-capacity lines are required, thereby reducing hardware costs.

However, applying RIS in the IoV presents additional challenges. First, the signal is affected by a Doppler frequency shift during reception owing to the movement of the vehicle, necessitating a
matching Doppler correction at the RIS end. Second, the positioning performance has inherent errors that further increase the computational complexity of the channel estimate.

For the channel estimation problem of IRS-assisted communication, He et al. (2021) adopted row-column block sparsity to jointly estimate the cascaded channel properties and formulate the multi-user joint sparse matrix recovery problem based on multiple measurement vectors. However, the optimization variables are usually coupled in the non-convex and hard-to-solve simulated multiuser joint sparse matrix recovery problem. A method based on substitution optimization and iterative weighting algorithm can effectively solve the problem. Zhenqing et al. (2020) used a sparse matrix decomposition algorithm based on bilinear generalized approximate message passing (BiG-AMP) to solve the sparse problem of the channel and the Riemann gradient algorithm to achieve sparse matrix completion. However, the performance of this algorithm deteriorates as the number of random variables estimated in the sparse matrix factorization stage increases.

On the other hand, scholars have proposed the bilinear adaptive vector approximate message passing algorithm (BAdVAMP) (Mirza et al., 2021) for IRS channel estimation. This algorithm outperforms the BiG-AMP algorithm. When a user performs channel estimation on sparse channels, compressive sensing algorithms can generally be used (Wang et al., 2021; Tsai et al., 2018). Taha et al. (2021) used compressive sensing and deep learning to control the IRS unit connected to the controller and estimate all channels passing through the IRS unit. Liu et al. (2020) combined the compressed sensing algorithm with the AMP algorithm to perform channel estimation on the IRS-assisted concatenated channel. In an IRS-assisted communication system, optimized linear precoding (Nadeem et al., 2020) and iterative (Zhang et al., 2020) algorithms are also methods for solving channel estimation. In millimeter wave communication systems, researchers have proposed the use of beam search (Tan et al., 2018) in IRS-assisted millimeter wave networks to find the best beam for the desired user, thereby enhancing the channel quality of the millimeter wave. However, none of the above algorithms has explored the channel estimation problem in the IRS-assisted millimeter wave communication system. In this paper we study the channel estimation problem in this system environment.

Our research explored easily accessible location information based on IoV and proposed a location-based assisted compressed sensing channel estimation method. By establishing a system model based on the relative location data of the sender, receiver, and RIS, we demonstrated that the optimal phase shift information of the RIS has a lower computational cost compared with the conventional CVX convex optimization toolbox for solving suboptimal RIS phase shift information.

The main contributions of this study are as follows:

- This work creates a sensing matrix that satisfies the desired channel function using compressed sensing theory and the resulting phase shift matrix.
- According to the analysis of simulation data for the proposed algorithm, the Orthogonal Matching Pursuit (OMP) approach demonstrates better channel estimation performance compared with the classical compressive sensing technique.

Symbol description: In this paper, lowercase $a$ and uppercase $A$ bold letters represent vector and matrix, respectively; $A^\top$ and $A^\dagger$ represent the transpose and conjugate transpose of matrix $A$, respectively; $\text{diag}(x)$ represents the diagonal matrix of vector $x$; $\otimes$ represents the Kronecker product; and $A_F$ represents the Frobenius norm of matrix $A$.

**SYSTEM MODEL**

This section provides a detailed introduction to the uplink communication process of the wireless communication system with RIS assistance, as depicted in Figure 1. It focuses on the user’s interaction
with the RIS system and the receiving antenna in a single-user situation. The RIS reflecting components are organized in an \( N \) uniform planar array (UPA), and there are \( M \) receiving antennas.

The location coordinates of the BS, RIS, and single-antenna user in the wireless communication environment are determined based on the IoV system as shown in equation (1):

\[
\begin{align*}
\text{BS} &: (x_B, y_B, z_B) \\
\text{RIS} &: (x_R, y_R, z_R) \\
\text{User} &: (x_U, y_U, z_U) 
\end{align*}
\]  

(1)

The provided coordinates are the center point locations of the respective communication units. The azimuth and elevation angles of the BS receiving signal in the wireless channel from RIS to BS can be respectively determined using the formula shown in equation (2):

\[
\begin{align*}
\gamma_i &= \arcsin \left( \frac{x_R - x_B}{\sqrt{(y_R - y_B)^2 + (x_R - x_B)^2}} \right) \\
\varphi_i &= \arcsin \left( \frac{z_R - z_B}{\sqrt{(z_R - z_B)^2 + (y_R - y_B)^2 + (x_R - x_B)^2}} \right) 
\end{align*}
\]  

(2)

The reflected signal in the wireless channel from RIS to BS has the following azimuth and elevation angles, respectively, as shown in equation (3):

\[
\begin{align*}
\gamma_i &= \arcsin \left( \frac{x_R - x_B}{\sqrt{(y_R - y_B)^2 + (x_R - x_B)^2}} \right) \\
\varphi_i &= \arcsin \left( \frac{z_R - z_B}{\sqrt{(z_R - z_B)^2 + (y_R - y_B)^2 + (x_R - x_B)^2}} \right) 
\end{align*}
\]  

(3)
As shown in equation (4), the RIS incident signal’s azimuth and elevation angles in the wireless channel from User to RIS are, respectively:

\[
\begin{align*}
\gamma'_{G'} &= \arcsin \frac{x_U - x_R}{\sqrt{(y_U - y_B)^2 + (x_U - x_B)^2}} \\
\varphi'_{G'} &= \arcsin \frac{z_U - z_R}{\sqrt{(z_U - z_B)^2 + (y_U - y_B)^2 + (x_U - x_B)^2}}
\end{align*}
\]

(4)

As shown in equation (5), the concatenated channels $G$ from BS to RIS and $h_t$ from RIS to the receiving end are first created based on equations (2) and (4), specifically:

\[
\begin{align*}
G &= \sqrt{MN} \alpha^G b(\gamma^G, \varphi^G) a(\gamma^G, \varphi^G)^T \\
h_t &= \sqrt{N} \alpha^t a(\gamma', \varphi')
\end{align*}
\]

(5)

In this equation, $\alpha^G$ denotes the path loss from the receiving end to the RIS, while $\alpha^t$ denotes the path loss from the RIS to the broadcasting end. $M$ and $N$ denote the number of base station antennas and the number of RIS reflection elements, respectively. In addition, $a(\gamma, \varphi)$ and $b(\gamma, \varphi)$ can be written as shown in equation (6):

\[
\begin{align*}
a(\gamma, \varphi) &= \frac{1}{\sqrt{N}} e^{\frac{-j2\pi d \sin(\gamma) \cos(\varphi)}{\lambda} m_1} \otimes e^{\frac{-j2\pi d \sin(\varphi)}{\lambda} m_2} \\
b(\gamma, \varphi) &= \frac{1}{\sqrt{M}} e^{\frac{-j2\pi d \sin(\gamma) \cos(\varphi)}{\lambda} m_1} \otimes e^{\frac{-j2\pi d \sin(\varphi)}{\lambda} m_2}
\end{align*}
\]

(6)

In equation (6), $\gamma$ and $\varphi$ represent the azimuth and elevation angles of the signal, respectively, and the formula $n_1 = n_2 = [0, 1, \ldots, \sqrt{N} - 1], m_1 = m_2 = [0, 1, \ldots, \sqrt{M} - 1], \lambda$ is the wavelength. The antenna spacing is set to $d = \lambda / 2$ to simplify the calculation.

The user’s $M \times N$ cascaded channel is defined as $H \triangleq G \operatorname{diag}(h_t)$, which is then expressed in virtual angle domain and written as shown in equation (7):
In equation (7), $U_M$ and $U_N$ stand for unitary matrices of order $M \times M$ on BS and $N \times N$ dictionary unitary matrices on RIS, respectively. $H$ represents the $M \times N$ concatenated channel in the angular domain. It displays sparsity because there aren’t many scatterers close to BS and RIS. Conventional channel estimation techniques may be used to obtain the direct route parameters from the BS to the user. The cascaded channel’s estimation problem is the primary focus of this study. All transmitting end users pass through RIS in the Q time slots using the commonly employed orthogonal pilot transmission technique. For uplink channel estimation, the base station receives the known pilot channel.

After the user disregards the direct path channel, the effective received signal $Y_q$ in the $q$-th time slot ($q = 1,2,\ldots, Q$) may be stated as shown in equation (8):

$$Y_q = G \text{diag}(\theta_q) h_s q + z_q = G \text{diag}(h_q) \theta_q s_q + z_q$$

In this equation, $s_q$ represents the pilot signal sent by the BS in the $q$-th time slot, $\theta_q = [\theta_{q,1}, \theta_{q,2}, \ldots, \theta_{q,N}]^T$ represents the $N \times 1$ reflection vector at the RIS, $\theta_{q,n}$ represents the $n$-th reflection coefficient matrix of $(n = 1, \ldots, N)$ RIS reflective elements in the $q$-th time slot, and $z_q$ represents the user interface in the $q$-th time slot additive white Gaussian noise with zero mean and variance $\sigma^2$ at the receiving end. From the concatenated channel $H \triangleq G \text{diag}(h_q)$, equation (8) can be further written as shown in equation (9):

$$Y_q = H \theta_q s_q + z_q$$

After the pilot transmission of $Q$ slots, the $M \times Q$ measurement matrix $Y = [Y_1, Y_2, \ldots, Y_Q]$ is obtained. Assuming $s_q = 1$, the measurement matrix can be obtained from equation (7) as shown in equation (10):

$$Y = H\Theta + Z = U_M \tilde{H} U_N^T \Theta + Z$$

In equation (10), $\Theta = [\theta_1, \theta_2, \ldots, \theta_Q]$ and $Z = [z_1, z_2, \ldots, z_Q]$. Define $\tilde{Y}_q = (U_M^H Y_q)^H$ to be the effective measurement matrix of $Q \times M$, and $\tilde{Z} = (U_M^H Z)^H$ to be the effective noise matrix of $Q \times M$. Based on the compressed sensing model (Liu & Jia, 2020), equation (10) can be written as shown in equation (11):

$$\tilde{Y} = \tilde{\Theta} \tilde{H}^H + \tilde{Z}$$

In this equation, $\tilde{\Theta} = (U_N^T \Theta)^H$ is the perceptual matrix of order $Q \times N$. The RIS phase shift matrix can be solved using the CVX toolkit based on equations (5) and (11), as detailed in the
derivation procedure in Appendix A. However, the computational complexity of this approach is too high. An all-around RIS phase shift matrix may also be used to generate a perception matrix, although there are some concerns regarding the accuracy of the channel estimation. The computational complexity of this approach increases with the number of RIS components.

**CHANNEL MODEL AND PROPOSED ALGORITHM**

The optimal reflection coefficient of each unit of the RIS is derived in this section after first revealing the structural sparsity of the cascaded channel in the angle domain and combining it with the readily available position information in the IoV. Based on this, a channel estimation technique that compresses the channel codebook is presented. The suggested channel estimation technique is less computationally demanding than previous channel estimation schemes.

**Angle Domain Cascaded Channel**

The angle-domain cascaded channel in equation (7) can be further expressed as shown in equation (12):

$$\tilde{H} = \sqrt{MN}\alpha^G \alpha^i b(\gamma^G, \phi^G) \tilde{a}^T(\gamma^G, \gamma^i, \phi^G, \phi^i)$$

In equation (12), $\tilde{H}$ is a matrix of order $M \times N$:

$$\tilde{b}(\gamma^G, \phi^G) = U^H_M b(\gamma^G, \phi^G), \tilde{a}(\gamma^i, \phi^i) = U^H_N a(\gamma^i, \phi^i)$$

and has the location of the array steering vector in the direction of $(\gamma, \phi)$. $U_M$ and $U_N$ have non-zero elements. According to equation (12), a full reflection path can provide $\tilde{H}$ a non-zero element whose column index relies on $(\gamma^G, \gamma^i, \phi^G, \phi^i)$ and whose row index depends on $(\gamma^G, \phi^G)$. The number of multipaths that the system takes into consideration is correlated with the sparsity of the cascaded channel in the angle domain. Only three RIS reflecting elements, represented by the gray squares in Figure 2, reflect the incident signal during information transmission. As a result, there are only three active channels for the RIS auxiliary system in the cascaded channel.

**Figure 2. Sparsity of angle-domain cascaded channels**
Algorithm Description

The initial phase shift matrix of the RIS is obtained using the location data in the IoV based on the highest signal power criterion at the receiving end. A compressed sensing-based channel estimation technique is then suggested.

The objective function based on maximum signal strength at the receiving end for the received signal $Y_q$ at the q-th time slot ($q = 1, 2, ..., Q$) is given by the formula shown in equation (13):

$$
\max_{\theta_q} \left| G \text{diag}(h_q) \theta_q s \right|, \text{ s.t. } 0 \leq \theta_{q,n} \leq 2\pi, \forall n = 1,2,\ldots,N
$$

(13)

Based on location information, determining the phase shift of each RIS component is possible. The phase shift of each RIS reflective element in the q-th time slot can be expressed as $\theta_{r,c}$, where $(r,c)$ denotes the r-th position of the corresponding RIS element in column c of the row. According to the constructed system model, $\theta_{r,c}$, the formula is expressed as shown in equation (14):

$$
\theta_{r,c} = \frac{2\pi d}{\lambda} \left( r \left( \sin \gamma' \sin \varphi' - \sin \gamma^G \sin \varphi^G \right) + c \left( \cos \varphi' - \cos \varphi^G \right) \right)
$$

(14)

In equation (14), $r,c \in 0,1,\ldots,\sqrt{N}-1$ is the r-th row and c-th column, and $\gamma'$ and $\varphi'$ are the azimuth and elevation angles of the receiving signal calculated by equation (3), whereas $\gamma^G$ and $\varphi^G$ are the azimuth and elevation angles of the reflected signal calculated by equation (4). The specific derivation process is detailed in Appendix B. In addition, the position $(r,c)$ of the RIS element transmitting the signal in the q-th time slot is retrieved, set, and merged with the position information discovered by the IoV system, as shown in equations (15) and (16):

$$
t_1 = \sin \gamma' \sin \varphi' - \sin \gamma^G \sin \varphi^G.
$$

(15)

$$
t_2 = \cos \varphi' - \cos \varphi^G.
$$

(16)

From $t_1$ and $t_2$, the values of $D_1, D_2,$ and $D_3$ can be further obtained, as shown in equations (17)–(19):

$$
D_1 = \frac{1}{\sqrt{\sqrt{N}}} e^{-j2\pi d[0,1,2,\ldots,\sqrt{N}-1]^T [1,1,\ldots]}t_1
$$

(17)

$$
D_2 = \frac{1}{\sqrt{\sqrt{N}}} e^{-j2\pi d[0,1,2,\ldots,\sqrt{N}-1]^T [1,1,\ldots]}t_2
$$

(18)
After we constructed the training dictionary matrix $D$, we needed to construct an $N \times q$ RIS reflection coefficient matrix to match the size of the channel under each time slot $q$, as shown in equation (20):

$$\Theta_q = \frac{1}{\sqrt{N}} N(N, q)$$  \hspace{1cm} (20)$$

In this equation, $N(N, q)$ denotes a $N \times q$ matrix of all 1s, and $\Theta_q$ is the reflection coefficient matrix of the $N$ elements in the $q$-th time slot of the RIS. The dictionary matrix $D$ and the RIS reflection coefficient matrix $\Theta_q$ are combined to create the perception matrix $A_q$ for the $q$-th time slot, and the received signal is used to estimate the channel, as shown in equation (21):

$$A_q = (D\Theta_q)^H$$  \hspace{1cm} (21)$$

Based on the above formulations, this part of algorithm examines the issue of location information accuracy, primarily focusing on the accuracy of the dictionary matrix solution in the presence of location information inaccuracy. To address this issue, it is primarily coupled with equations (15) and (16); namely, the formulas shown in equations (22) and (23):

$$T_1 = R_n t_1$$ \hspace{1cm} (22)$$

$$T_2 = R_n t_2$$ \hspace{1cm} (23)$$

In these equations, $R_n$ can be expressed as shown in equation (24):

$$R_n = \left[ 1 - \chi : \frac{\chi}{\eta} : 1 + \chi \right]$$  \hspace{1cm} (24)$$

In equation (24), $\eta$ is the granularity of the error, and $\chi$ is influenced by the magnitude of the position error; i.e., $\chi = \varsigma / d_{UR}$, where $\varsigma$ is the position error and $d_{UR}$ is the positional separation between the user and the RIS. $T_1$ and $T_2$ can be used to further deduce as shown in equations (25)–(27):

$$\Gamma_{1k} = \frac{1}{\sqrt{\sqrt{N}}} e^{-j2\pi[d(0,1,...,\sqrt{N}-1)\cdot(1,1,...)]T[k]}$$  \hspace{1cm} (25)$$
\[ \Gamma_{2k} = \frac{1}{\sqrt{N}} e^{-j2\pi d(0,1,\ldots,N-1)(1,1,\ldots,1)T} \] (26)

\[ \Gamma_k = \Gamma_{1k} \otimes \Gamma_{2k} \] (27)

Because \( T_1 \) and \( T_2 \) are matrices of order \( 1 \times (2\varphi + 1) \), equations (25)–(27) must be applied sequentially after extracting the \( k \)-th value of the error information, \( k \in (1,2\varphi + 1) \). A new perception matrix \( A_q^{\Gamma_k} \) can be created based on equation (21) using the error dictionary matrix \( \Gamma_k \) and the RIS reflection vector matrix \( \Theta_q \).

In conjunction with equation (11), the maximum row \( \tilde{t} \) of the amplitude modulus is calculated using the correlation between the received signal \( \tilde{Y}_q \) in the \( q \)-th time slot and the perception matrix \( A_q \) as shown in equation (28):

\[ \tilde{t} = \arg \max A_q \tilde{Y}_q \] (28)

The sensing matrix and the signal received during the time slot are computed in accordance with the maximum row \( \tilde{t} \) acquired to directly determine the estimated channel \( \tilde{H}_e \), specifically as shown in equation (29):

\[
\begin{cases}
R = A_q (\cdot, \tilde{t}) \\
\tilde{H}_e = \text{zeros}(N,1) \\
\tilde{H}_e(t,:) = (R^T R)^{-1} \tilde{R} \tilde{Y}
\end{cases}
\] (29)

The specific procedure of the proposed compressed sensing with location aware (CSLA) algorithm is described in Algorithm 1 in accordance with the aforementioned derivation.

**Complexity Analysis**

The complexity of the suggested CSLA algorithm is thoroughly explained in this section. First, the computational complexity of the estimated matrix is \( O(KQN) \) based on the solved perception matrix \( A \), whereas the computational complexity of the RIS reflection phase matrix is \( O(KMN^2) \) based on the position information. As a result, the computational complexity of the suggested algorithm is \( O(KMN^2) + O(KQN) \). Direct channel estimation has a computational cost of \( O(KQMN^2) \) when compared with the conventional compressive sensing approach, assuming a random phase shift matrix that matches the information of the phase shift matrix. Thus, the suggested algorithm has a reduced level of computational complexity.

**SIMULATION RESULTS**

We compared the proposed CSLA method with the currently widely used channel estimation techniques. We also investigated how changes in system parameters affect channel estimation,
including how the algorithm performs under various SNR conditions, how far different RISes are from the receiving and transmitting ends, and how many reflection units are present in various RISes. The simulation assumed that there is only one RIS system in the entire communication system, and we configured the simulation model to have only one effective path from the sending end to the receiving end, assuming that the direct link signal transmission is blocked. Table 1 presents the specific simulation settings for the system.

We assessed the system performance throughout the simulation process using the normalized mean square error (NMSE) computed as shown in equation (30):

\[
\text{NMSE}(\hat{H}) = \frac{1}{J} \sum_{j=1}^{J} \frac{H_j - \hat{H}_j}{H_j} \tag{30}
\]

In this equation, \( H \) represents the actual channel information, \( \hat{H}_j \) is the estimation of the concatenated channel for the \( j \)-th simulation, and \( J \) stands for the number of Monte Carlo simulations.

We compared the proposed CSLA method with the most widely used algorithms at the moment: Traditional CS (Liu & Jia, 2020), traditional OMP (Zhang et al., 2021), CVX toolbox (Djelouat et al., 2022), and Oracle LS (Wei et al., 2018). The simulation settings were as follows: the number of RIS components was 1,616; the distances between the RIS and the transmitter and receiver were \( d_{UR} = 100 \text{ m} \) and \( d_{RB} = 10 \text{ m} \), respectively, and the concatenated channel noise power was set to 0.
Figure 3 presents the performance comparison between the proposed approach and other algorithms over Q time slots. The Oracle LS technique (Wang et al., 2020) with a known channel and a provided random phase shift matrix was also included in this comparison as a criterion to estimate the channel. The suggested technique outperformed the conventional CS algorithm, the conventional OMP algorithm, and the RIS phase shift based on the CVX toolbox in the same time slot. The suggested algorithm’s performance gain became more noticeable than that of previous techniques as Q increases.

In the simulation process, the location error was set to \( \delta = 1 \) m and the error granularity was set to \( \eta = 6 \) in accordance with the time optimization concept. For the four methods considered in this simulation (CVX toolbox-based, conventional OMP algorithm, proposed methodology, and position error suggested algorithm), the average duration of seven channel estimations was taken into account.

Table 1. Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of transmitting antennas ( N_t )</td>
<td>1</td>
</tr>
<tr>
<td>Number of receiving antennas ( M )</td>
<td>16</td>
</tr>
<tr>
<td>Number of RIS reflection elements ( N )</td>
<td>256</td>
</tr>
<tr>
<td>Number of launch users ( K )</td>
<td>16</td>
</tr>
<tr>
<td>Monte Carlo simulation times</td>
<td>1,000</td>
</tr>
<tr>
<td>Transmitter-RIS path loss (</td>
<td>\alpha'</td>
</tr>
<tr>
<td>RIS–receiver path loss (</td>
<td>\alpha</td>
</tr>
<tr>
<td>Ranges of AoA and AoD</td>
<td>(-\pi/2) to (\pi/2)</td>
</tr>
</tbody>
</table>

Figure 3. Performance comparison of algorithms in Q timeslots
as shown in Table 2. The following introduces the comprehensive results of the individual channel estimation time.

We executed the algorithm on a Core i5-8300H processor with 8 GB of RAM, a 256GB solid-state drive +1TB HDD, a 1050Ti graphic card, and MATLAB version R2016a. The execution time showed that the suggested CSLA algorithm completed a channel estimation in nearly half the time compared with the conventional OMP technique. When there was a positional information error, the suggested technique would take longer to run as the level of error granularity increased. It saved more time while solving the RIS reflection phase with the OMP method as opposed to using the CVX toolbox. The number of RIS components affected the duration required for various techniques to complete channel estimation. The channel estimation process took longer to complete as the number of RIS components increased.

Given that the number of RIS components affected the system performance, Figure 4 illustrates the NMSE for various RIS component counts. When the transmit power is constant, it is assumed that the ratio of the transmit power to the noise variance at the receiver is 0. The simulation results indicated that the channel estimation performance steadily improved as the number of RIS elements increased, and the NMSE value of the suggested approach was inversely related to the RIS element count.

We analyzed the impact of the number of RIS components on algorithm performance. Figure 5 illustrates the effect of the signal-to-noise ratio (SNR) on the communication system’s performance. In our simulation, the suggested technique outperformed the conventional OMP algorithm at lower SNR levels. The disparity between the NMSE values estimated by the two methods at 9 dB was greater

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Based on CVX toolbox</td>
<td>4.877146</td>
</tr>
<tr>
<td>Traditional OMP algorithm</td>
<td>0.053092</td>
</tr>
<tr>
<td>Proposed CSLA with position error</td>
<td>0.044523</td>
</tr>
<tr>
<td>Proposed CSLA without position error</td>
<td>0.036270</td>
</tr>
</tbody>
</table>

Figure 4. NMSE under different numbers of RIS elements
than that at 5 dB, as evidenced by the comparisons of NMSE values obtained from the proposed and standard OMP algorithms at SNR levels of 5 dB and 9 dB.

For this study we also considered the impact of the distance between the RIS and the transmitter and receiver on the system’s performance, as shown in Figure 6. The figure illustrates how the estimation performance of the system varied under different distance circumstances. For example, when $d_{UR}$ and $d_{RB}$ are [20, 100], [10, 100], and [10, 80], respectively, NMSE did not show much difference in performance. The relative improvement of NMSE when $d_{UR}$ and $d_{RB}$ were [10, 120] was roughly 7 dB. The NMSE increased by around 2 dB when $d_{UR}$ and $d_{RB}$ were [20, 80] in comparison with [10, 120]. The estimation NMSE performance was at its maximum when $d_{UR}$ and $d_{RB}$ were [20, 120], and it increased by around 3 dB when compared with [20, 80]. The simulation
of various $d_{UR}$ and $d_{RB}$ values evinced that the relative position of RIS deployment significantly affected the effectiveness of channel estimation.

CONCLUSION

We investigated the cascaded channel estimation method for a single wireless communication system that uses RIS assistance. Using the relative positions of the transmitter, RIS auxiliary system, and receiver in the IoV, we constructed a 3D model before the RIS auxiliary system was logically deployed in a uniform array. We then calculated the best phase shift for each RIS reflecting unit, considering the maximum signal strength at the receiving end. This calculation created the best RIS phase shift matrix. We then also built the sensing matrix that conforms to the objective channel function based on the ideal phase shift matrix of RIS. Finally, we iteratively calculated the channel information using compressive sensing theory and created the best phase shift matrix based on the collection of position data. This matrix lessened the complexity and extra signaling overhead for cascaded channels. The simulation results showed that the proposed CSLA algorithm exhibited better NMSE performance than other classical channel estimation schemes and offered lower computational complexity when compared with the conventional CS algorithm, the conventional OMP algorithm, and the scheme based on the CVX toolbox for solving the suboptimal RIS phase shift matrix.

Future research should explore the optimal phase shift design problem when a single RIS assists multiple users simultaneously to meet the requirements of enhanced mobile broadband (eMBB) in dense mobile terminal environments, such as shopping malls and stations. These aspects represent the limitations of the current study.
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APPENDIX A

Solve RIS Phase Shift Matrix by CVX Toolbox

First, construct the objective function, as shown in equation (A1):

$$\max_{\theta} h^T G^2, \text{s.t. } 0 \leq \theta_n \leq 2\pi, \forall n = 1, 2, \ldots, N$$

Define $\varepsilon = [\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N]^H$, where $\varepsilon_n = e^{j\theta_n}, \forall n$. To simplify the operation, the element $|\varepsilon_n| = 1$ of the phase shift matrix is defined, and equation (A1) can be transformed into the formula shown in equation (A2):

$$\max_{\varepsilon} \varepsilon^H \Phi^H \varepsilon, \text{s.t. } |\varepsilon_n| = 1, \forall n = 1, 2, \ldots, N$$

In this equation, $\Phi = \text{diag}(h^T G)$. Define $B = \Phi^H$, and further transform equation (A2) into the formula shown in equation (A3):

$$\max_{\varepsilon} \varepsilon^H B \varepsilon, \text{s.t. } |\varepsilon_n| = 1, \forall n = 1, 2, \ldots, N$$

Note that $\varepsilon^H B \varepsilon = \text{tr}(B \varepsilon \varepsilon^H)$, so define $E = \varepsilon \varepsilon^H$, where $E$ satisfies $E \succeq 0$ and $\text{rank}(E) = 1$, because the rank 1 constraint is non-convex, the problem is solved by positive semi-definite programming; that is, use the formula shown in equation (A4) to solve this problem:

$$\max_{E} \text{tr}(BE), \text{s.t. } E_{nn} = 1, \forall n = 1, 2, \ldots, N, E \succeq 0$$

The above problem is a standard convex semi-definite program, which can be solved by the CVX toolbox. First, the eigenvalue of $E$ is obtained, and it is decomposed into $E = UD\bar{U}^H$, where $U = [e_1, e_2, \ldots, e_N]$ is a unitary matrix and $D = \text{diag}(a_1, a_2, \ldots, a_N)$ is a diagonal matrix. A suboptimal solution $\varepsilon = U \sqrt{D} r$ is then obtained, where $r \in \mathbb{C}^{N \times 1}$ is a random vector following a circular symmetric complex Gaussian distribution with zero mean and covariance matrix $I_N$. In equation (A3), the target value $\varepsilon = e^{j \text{arg}(\{1, N\})}$. This method guarantees the approximation of the optimal target value $\pi / 4$, but its computational complexity is too large.
APPENDIX B

Derivation Process of $\theta_{c,r}$

According to equations (5) and (6), the channel vector of RIS-BS corresponding to the reflected signal of the RIS auxiliary system and the channel vector of User-RIS corresponding to the incident signal can be expressed as shown in equation (B1):

$$
\begin{align*}
\mathbf{h}_{\text{User-RIS}} &= \alpha_1 \mathbf{T}_i \left( \gamma^t, \varphi^t \right) \\
\mathbf{h}_{\text{RIS-BS}} &= \alpha_2 \mathbf{R}_r \left( \gamma^{G_r}, \varphi^{G_r} \right)
\end{align*}
$$

In equation (B1), $\alpha_1$ and $\alpha_2$ represent the path loss from User to RIS and the path loss from RIS to BS, respectively. $\mathbf{T}_i \left( \gamma^t, \varphi^t \right)$ and $\mathbf{R}_r \left( \gamma^{G_r}, \varphi^{G_r} \right)$ are defined as shown in equations (B2) and (B3):

$$
\mathbf{T}_i \left( \gamma^t, \varphi^t \right) = \begin{bmatrix}
1 \cdots e^{\frac{-2\pi d}{\lambda} \left( \sin \gamma^t \sin \varphi^t - \sin \gamma^t \cos \varphi^t + \sin \gamma^t \cos \varphi^t \right)} \cdots e^{\frac{-2\pi d}{\lambda} \left( \sqrt{N-1} \sin \gamma^t \sin \varphi^t + \sqrt{N-1} \cos \varphi^t \right)}
\end{bmatrix}
$$

$$
\mathbf{R}_r \left( \gamma^{G_r}, \varphi^{G_r} \right) = \begin{bmatrix}
1 \cdots e^{\frac{2\pi d}{\lambda} \left( \sin \gamma^{G_r} \sin \varphi^{G_r} - \sin \gamma^{G_r} \cos \varphi^{G_r} + \sin \gamma^{G_r} \cos \varphi^{G_r} \right)} \cdots e^{\frac{2\pi d}{\lambda} \left( \sqrt{N-1} \sin \gamma^{G_r} \sin \varphi^{G_r} + \sqrt{N-1} \cos \varphi^{G_r} \right)}
\end{bmatrix}
$$

In these equations, $\gamma^{G_r}$, $\varphi^{G_r}$, $\gamma^t$, and $\varphi^t$ are defined with reference to equations (3) and (4), $N$ represents the number of reflective elements in the RIS system, $r$ is the row index, and $c$ is the column index of the reflector in the RIS surface array unit. In $\mathbf{h}_{\text{User-RIS}}$ and $\mathbf{h}_{\text{RIS-BS}}$, the values of $\alpha_1$ and $\alpha_2$ are set to 1 for simplicity. Under the criterion of maximum power at the receiving end, the objective function is defined as shown in equation (B4):

$$
\max_{\theta} \mathbf{h}_{\text{User-RIS}}^{\top} \theta \mathbf{h}_{\text{RIS-BS}}^{\top}
$$

When there is no RIS auxiliary system, the phase shift matrix $\theta$ is defined as the identity matrix, and the objective function is calculated as shown in equation (B5):

$$
\begin{align*}
\mathbf{T}_i \left( \gamma^t, \varphi^t \right) \theta \mathbf{R}_r^{\top} \left( \gamma^{G_r}, \varphi^{G_r} \right) &= \mathbf{T}_i \left( \gamma^t, \varphi^t \right) \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix} \mathbf{R}_r^{\top} \left( \gamma^{G_r}, \varphi^{G_r} \right) \\
&= 1 + 2 + \cdots + e^{\frac{2\pi d}{\lambda} \left( \sin \gamma^{G_r} \sin \varphi^{G_r} - \sin \gamma^t \sin \varphi^t + \cos \varphi^{G_r} - \cos \varphi^t \right)} \\
&+ \cdots + e^{\frac{2\pi d}{\lambda} \left( \sqrt{N-1} \sin \gamma^{G_r} \sin \varphi^{G_r} - \sqrt{N-1} \sin \gamma^t \sin \varphi^t + \sqrt{N-1} \cos \varphi^{G_r} - \sqrt{N-1} \cos \varphi^t \right)}
\end{align*}
$$